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Abstract

Accurate financial predictions are challenging and attracig® to individual investors
and corporations. Paper proposes a gradient-based back propagation neural
network approach to improve optimization in stock price predictions. The use of
gradient descent in BPNN method aims to determine the parameter of learning rate,
training cycle adaptively so as to get the best value in the process of stock data
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training in order to obtain accuracy in prediction. To test BPNN method, mean
square error is used to prediction result and data reality. The smallest MSE value
shows better results compared to larger MSE value in predictions.

Keywords: Neural Network Back Propagation; Gradient Descent; Prediction;
Stock
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INTRODUCTION

The capital market is an organized financial system consisting of commercial banks,
financial intermediaries and all securities circulating in the comm@ity. One of the
benefits of capital markets creates an opportunity for people to participate in
economic activities, especially in investing. One of the assets for investment is stock.
Stock is securities issued by a company. Revenues earned from stockholders,
depending on the company that issued the stocks. If the issuer is able to generate
large profits then the profits earned by stockholders will also be large. The higher the
benefits offjed, the higher the risk that will be faced in investing [1]. Therefore it is
necessary to predict the current stock price based on yesterday's stock price.

In the stock investment instrument one of the determinants of the rate of return is the
gain that is positive between the selling price and the purchase price. Stock price
movements generally depend on economic conditions such as monetary policy
indicated by the amount of money in circulation, interest rates, fiscal policy or taxes.
While affecting the fluctuation of stock prices is the performance of stocks, which
became one of the factors of consideration to determine the preferred stock
investorgZSeveral decades ago, approaches in predicting stock prices have been
applied such as linear regression, time-series analysis, and chaos theory. From
some of these approaches there are still some errors in the prediction. The use of
machine learning such as neural networks [2-4] then the fuzzy system [5] has been
applied to make predictions as the solution of the problem.

In another study, the Adaptive Network Inference System based fuzzy approach has
been used to predict stock pgges in Istanbul. In the study [5] has been used for three
main stages. In the study [3] presented an integrated system with wavelets transform
and recurrent neural networks based on bee colony to optimize the prediction of
stock prices and their equation.

By knowing stock prices, investors can plan the right strategy to make a profit, but
stock prices are fluctuating due to several factors [6]. From the stock movement can
be predicted by investors by performing historical analysis and tend to stock prices in
the previous period.
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Computational stock prediction method can be done by using Back Propagation
Neural Network metho#f) The BPNN method is a method that can handle non-linear
and time series data. Back propagation Neural Network is a multi-layer perceptron
@gorithm that has two forward and backward directions, so in the training process
there are three layers: input layer, hidden layer, and output layer. As a result of the
hidden layer, the error rate on BPNN can be reduced compared to single layer [6]. In
this case the hidden layer function to update and adjust the weights so that we get a
new weight value that can be directed to approach the desired target. Weight
adjustment on the parameters of the BPNN method is important because it affects
predicted results.

Amin Mughaddam et al. [7] proposed forecasting the stock index using the artificial
neural network (ANN) method on daily transactions. In the ANN apggbach the author
uses a back propagation algorithm to conduct his data training. In ancther study,
Pesaran et al. [8] evaluated the effectiveness of the use of technical indicators such
as the average movement of the closing price, the momentum of closing prices on
the capital market in Turkey. To illustrate the correlation relationship between
technical indication and stock price is investigated using hybrid Artificial Neural
Network model, using optimization technique of harmony search approach (HS) and
Genetics Algorithm used as the most dominant selection approach in technical
indicators.

In another study Akhter et al. [9] proposed a hybrid model for predicting stock returns
given the non-linear name of the model. Models comprise the average
autoregressive model movement and exponential smoothing called the recurrent
neural network. The recurrent method produces a highly optimized prediction
compared to the linear model. In another study Wei Shen et al. [10] using the Radial
basis Neural Network method to conduct training and learning. The author also uses
genetic algorithm method and particle swarm optimization to produce optimization
using ARIMA dataset. The results show good performance in optimization using
artificial fish swarm algorithm compared to some methods such as support vector
machine.

It can be concluded that the neural network based algorithm has been known and
widely used as a time-series data prediction algorithm. Therefore, this research will
use Back propagation Neural Network algorithm optimized using Gradient Descent
method as approach to predict stock price.

RELATED WORK

As a prediction system developed in the stock price prediction to help investors in
making financial decisions. There are several strategies that explain about gaining
profit in stock selling strategies. In most researches it focuses on "lowest price buy",
"highest selling price". On the "lowest buy" and "highest selling" strategy of stocks
occurs when stocks are at the lowest price and sell shares when prices are highest.




JIBC December 2017, Vol. 22, No.3 -4-

The method used to implement "Low Buy", "Top Selling" in trading gjategy is shown
in the index or delta symbol in the categorization. The delta symbol is defined as the
difference between the closing index value for the next day, and the closing index
value for the previous day's day. So this condition depends on the classification and
strategy that will be recommended to investors to make stock expenditure, holding
stock position or will sell stocks.

Indications on the forecasting process can be classified in the form of multivariate or
univariate models. A univariate model of its use at a past value of a time series will
be a prediction [7]. The approach has the disadvantage that it is not according to the
environmental imggct and interaction between several different factors between
outputs. In the multivariate model do additional information such as market
indications, technical indicators or fundamental factors of the company as input [7].

There are some previous studies on forex predictions using back propagation
models that have been done by Joarder Kamruzzaman et al. [11] that accuracy in
predicting foreign exchange (Forex) correctly is essential for future investment. Using
computational intelligence based on forecasting techniques has pr@ged very
successful in making predictions. Joarder Kamruzzaman et al. [11] has devef@ped
and explored three Artificial Neural Networks based on model forecasting using
Standard Back propagation, Conjugated Scaled Gradient and Back propagation with
Baysian Regularization for the Australian Exchange to predict six different currencies
against the Australian dollar.

Adetunji Philip, et al. [12] presents the giatistical model used for forecasting. In this
work, the model used in forecasting is an artificial neural network model of foreign
exchange rate forecasting model designed for forecasting foreign exchange rates to
correct some problems. Design is divided into two stages: training and forecasting.

At the training stage, back propagation algorithms are used to train foreign exchange
rates and training for input estimates. Sigmoid Activation Function (SAF) is used to
convert inputs iflo various standards [0, 1]. The study weight was randomly within
the range of [-0.1, 0.1] to obtain output consistent with training.

Awajan et al. [13] proposed hybrid empirical mode with moving model for improve
performance in forecasting for financial time series to solved daily stock market.

2
SAF is gepicted using a hyperbolic tangent in order to improve the level of learning
and make learning efficient. Feed forward Network is used to improve the efficiency
of back propagation. Perceptron Multilayer gletwork is designed for forecasting. The
dataset of the FX Converter website is used as input in back propagation for
evaluation and forecasting of foreign exchange rates.
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METHODOLOGY

This stage will discuss the ghethod that will be used to solve prediction problems
based on neural networks. In this approach we propose a neural network method
that is utilized using gradient descent. The model we propose as in Figure 1 as
follows:

Figure 1: Proposed Method.
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Back Propagation

Back propagation is a decrease in the grad@t to minimize the square of output or
output errors. There are three stages in ggetwork training such as forward
propagation or advanced propagation, step propagation step, and the stage of
weight change and bias. This network has an architecture that consists of input
layer, hidden layer and output layer.

The procedure in the back propagation method can be explained as follows:

1.
2.
3.

4.

Initialize network weights at random

For each sample data, calculate the output based on the current network weight
Perform the process of calculating the error value for each output and hidden
node (neutron) in the network. Network relation weights are modified

Repeat step 2 so as to achieve the desired condition.

Calculation error in output layer with equation formula:

Err,=0,(1-0,)(T,-0)) (1)

Where O; output of the unit node i output, the T, is the true value of the training data
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node output.
Calculation error on hidden layer with equation formula:

Err, =0,(1-0,) Y Emr W, (2)

Where O; is output from the hidden node unit i which has output j in the layer, Err; is
error value in the unit node j Wj is the weights between the two nodes (neurons).
After the error value of each node (neuron) is calculated, modifications are made to
the network weights by the equation:

W, =W, +1 .Err,.0, (3)

Where /is learning rate with value 0 to 1. If the value of the learning rate is small,
then the weight changes will be slight in each iteration and vice versa. The value of
learning rate decreases during the learning process.

The back propagation neural network description as follows:

1. Initialization of input, bias, epoch, learning rate, error, target, initial weight and
bias.

2. Calculate the input value (z, n) on each pair of input elements on the hidden layer

with the formula:

z, = bIJ + ix,vu (4)

Parameter b, is the input bias, and y is the weight. If we use sigmoid activation,
compute the output with the following equation:

2,=f(z, )=— (5)

Y e
Calculate the output signal from the hidden layer to get the output layer output using
the equation:

Vi, = b2, +i“.v,x (6)

Calculate the Mean Square error of the output with the equation.

MSE = 2E (7)

n

In the unit of output, use this formula to correct the weights and bias values ®.
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Calculate the return signal (8i,) from the output layer of each unit in the hidden layer.
5, = Zq W, (8)

In each hidden layer unit, calculate delta_1 to improve the weight and bias values:
8, =8,f"(z) (9)

Improved weights with Av and bias with Ab by using the formula

Avi=a(dx) (10)

Ab1i=adj (11)

For all layers, fix the weights and biases, at the output layer:

Wii=Wix + AW (12)

In the hidden layer:

vij=vij + Avij (13)

Gradient Descent

Back propagation neural network is known as an optimization of heuristic techniques
that serves to speed up the training process by improving the adaptive learning rate
weights [11].

The rate weight is corrected based on the gradient decrease with th@ learning rate
(a) which is a nonnegative scalar with a value of 0 2 a 2 1. When the learning rate is
too high then the algorithm becomes unstable, otherwise if the leaming rate is too
small then the algorithm will be very long in reaching convergent.

In the Gradient Descent approach, the value of the learning rate will change during
the training process to keep the algorithm stable throughout the training. Process.
Neural network performance is calculated based on network output value and
training error.

In each epoch, new weights are calculated using the existing learning rate. Then
calculated the performance of the new network. If the comparison of new neural
performance and long nerve performancgiexceeds the maximum increase in work,
then the weight will be ignored, and the value of the learning rate will be increased
by multiplying it with the parameter of the addition of learning rate. Calculate the
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weight and bias of the new output layer using the egn. (14). The steps of this
heuristic technique are:

w, (new) = w, (old) +Aw, (14)
Z,(new)=bZ, (0ld)+ AbZ, (15)
Calculate the weight and bias of the hidden layer using the equation:
v, (new)=v, (old)+Av, (16)
b1, (new)=b1,(old )+ Abl, (17)

@Rlculate the performance of new neural network (pers2) by using new weights.
Compare the performance of new neural networks (pers2) with previous neural
network performance (pers).

If pﬂwz)mar_pelf_im‘ then Iearning rate (a)=a*ir,
Jrers

If 22 - max_perf _inc then learning rate (a)=a*ir,
pers

If P2 < ppax_ perf _ine then the new weight is accepted as the weight now.
pers

EXPERIMENTAL RESULT

In this paper experiment, to make the prediction process of stock price used public
data obtained from yahoo, finance. The data to be tested for prediction is data from
private bank stocks from 2010 to 2016. The stages in the experiment can be
described as follows:

Preprocessing

The initial process prior to testing of the proposed method is the preprocessing
stage. The preprocessing stage used in this study is data normalization, by using
equation of formula.

o o Xaomin(x,) (18)

o max (x, ) —min(x,)

After preprocessing the data until the normalization process, then the data that has
been doneg@rmalization formed into a multivariate model or training data that has a
function to determine the number of neurons in the input layer.
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Neural Network Training Results

After normalization of data, then converted into a form of training data that serves to
determine the number of inputs. The following is the experimental model of the
neural network method measured using Mean Square Error. Determination of
parameters on the neural network is used to find the best model to make predictions,
namely by finding the best value of each parameter. Determination of parameters on
gural network in this study based on, Epoch or training cycle, Learning Rate,
Hidden Layer number, the number of Layer in Hidden Layer and train method used.

Number of Input Layer

In this research the determination of the number of input layer by doing it manually
and used the number of input layer as much as 4 inputs (Figure 2).

Figure 2: Neural network model.
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Epoch or Training Cycle

Determining the value of training cycle by doing with try test to insert value with
range 100 up to 1000. The following is the result of the experiments that have been
conducted for the training cycle determination.

The value of the selected training cycle based on the smallest MSE value generated.
In the test results in the table above shows that the training cycle that produces the
smallest MSE value is 600.

So the use of training cycle in this study refers to the results of epoch produced by
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the Training Method using Resilient Back propagation and Gradient descent back
propagation respectively.

Learning Rate

Determine the value of the learning rate by means of a trial to include values ranging
from 0.1 to 1, as well as the value of the training cycle from the previous experiment.
The following is the result of experiments that have been made for the determination
of learning rate.

Hidden Layer

In this experiment, the determination of the number of hidden layers is 1 and
determines the neuron size by testing the values of range 1 to 10 and multiples of
10, using the number of training cycles, the learning rate value of the previous
experiment. The following are the results of experiments that have been done for the
determination of hidden layer and neuron size on the graph:

This section presents the experimental results of the algorithms implemented for
[ediction stock price. These experiments are conducted on yahooffinance dataset.
Mean Squggy Error (MSE) is used to measure the performance of our prediction.
The lower value of MSE the better is stock prediction. The equation of MSE as
follow:

N
MSE (W) :iZu] -y’ (19)
i=1

For prediction process on perceptron have done with vector processed from input on
model. The model have got from trained process so was getting y’ as result class
from prediction (Figures 3-10).

Figure 3: Training results with epoch 100 LR 0.1.
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Figure 4: Training results with epoch 100 LR 0.2.
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Figure 5: Training results with epoch 100 LR 0.3.
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Figure 6: Training results with epoch 100 LR 0.4.
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Figure 7: Training results with epoch 100 LR 0.5.
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Figure 8: Training results with epoch 100 LR 0.6.
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Figure 9: Training results with epoch 100 LR 0.7.
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Figure 10: Training Results with epoch 100 LR 0.8.
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The results of the experiments that have been done to determine the best model of
the neural network, where the value of training cycle, learning rate, and neuron size
based on different training methods. Then we get the best error result between
Resilient back propagation and Method Gradient descent back propagation as

follows (Table 1).

Table 1: MSE performance on training based on LR and Epoch.

Leaning Hidden
MSE Rate Epoch Layer
1209015.485 0.1 100 199
1626347.892 0.2 100 199
4502104.119 0.3 100 199
4499458.548 04 100 199
3378148.494 0.5 100 199
2214392.457 0.6 100 199
5742254.904 0.7 100 199
28174695.83 0.8 100 199
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The best hidden layer amount is selected based on the smallest MSE value
generated. In the test results in the table above shows that the number of hidden
layers that produce the smallest MSE value is at learning rate 0.1 on hidden layer
199 (Figures 11-14).

Figure 11: Best momentum with value 0.3.
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Figure 12: Best learning rate.
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Figure 13: Best learning cycle.
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Figure 14: Number fold validation.
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CONCLUSION AND FUTURE WORK

In this paper we have tested using back propagation neural network algorithm with
optimization using gradient descent on stock price data.

From the results of model-based neural network algorithm test, that the use of
gradient descent method can find the value of training cycle, learning rate adaptively,
so to get the best result in prediction can be determined value automatically, the
impact can be more efficient in computing. The best results from predictions are
obtained from the smallest MSE values of the computational results of each
prediction.
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