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Abstract—With the industrial revolution 4.0, the use of 
IoT-based systems is increasing, both in the field of health 
manufacturing, urban planning, housing, and even 
automotive. Therefore, the security of the IoT system 
needs to be considered, this is related to data integrity, 
privacy, service stability. Through intrusion detection, 
activities on the IoT system will be able to be analyzed 
whether there are suspicious activities that can interfere 
with or threaten IoT services. In several previous studies 
in the literature, the approach used to detect intrusions in 
the IoT system has a high false alarm rate. This research 
proposes an approach through machine learning, 
specifically the ensemble learning approach and the 
syntheticmminority over-sampling techniquee(SMOTE) 
method as a method of detecting intrusions in the IoT 
system which is expected to produce better performance. 
The results of this study indicate that thepproposed 
approachiis able to detect intrusion and classify into five 
types of intrusion including normal intrusion, probe, dos, 
r2l, u2r. Based on the evaluation results, the proposed 
approach can improve the performance of intrusion 
detection in terms of accuracy to 97.02%, detection rate 
of 97%, false alarm rate 0.16%, compared to base 
learning and approaches in previous studies used as 
intrusion detection methods, but in processing time 
performance have not shown satisfying results. 

Keywords—IoT, Intrusion Detection, Audit, Machine 
learning, Ensemble learning. 

I. INTRODUCTION  

 Industry 4.0 is very closely related to the Internet of 
Things (IoT), this is because the main element of the 4.0 
industrial revolution is IoT[1]. IoT has influence on various 
industries such as manufacturing, health, logistics, housing, 
urban planning, agriculture, and even the automotive 
industry[2]. In the field of manufacturing IoT can be used as 
a link between production machines to run efficiently, besides 
that it can also function as management to monitor production 
flow. In addition, the inventory of goods has also used IoT, 
thus making the efficiency of information flow of goods[3].  
With the presence of IoT, in the automotive field, the car 

industry has also implemented autonomous driving, it is 
possible that in the future many car manufacturers will use 
IoT to exchange information between cars.[4]. 
 
 In the world of business data is an important asset[5] 
The data that is processed will be able to provide information 
for humans or machines, which of course invites people to try 
to hack the data. Therefore data security in the industrial 
revolution era 4.0 is a formidable challenge[5]. The use of IoT 
in Industry 4.0 is a new concept for many people[6]. The 
original concept of IoT is intelligence intelligence and 
automation control. The government and various agencies are 
now keen to introduce the use and benefits of smart 
technology. Despite its sophistication and technological 
intelligence, IoT still has a gap. Of 1,150 respondents in the 
Asia Pacific region surveyed by Aruba, a subsidiary of 
Hewlett Packard Enterprise, 88 percent reported having 
experienced IoT-related security breaches, from government, 
health, manufacturing and retail sectors, there were thousands 
of data security cases. Another case occurred in Tiongok, 89 
percent of health services there had been broken into[7]. 
Nearly 6,000 videos of sick newborns from a hospital in 
eastern China leaked to the public. This baby video is actually 
intended for parents to be able to monitor their children from 
anywhere.   
 
 In the manufacturing sector burglary has reached 82 
percent because of security system problems. Of all the 
manufacturing companies that experienced security 
breakdowns related to IoT, half were related to malware, 
while 40 percent were caused by human error. In the retail 
sector 76 percent have experienced security breaches, taking 
into account retailers who have suffered losses due to IoT-
related attacks due to malware issues, it is clear that these 
businesses need to find a middle ground between providing a 
seamless and integrated shopping experience by protecting 
their networks from any attack. In the IoT infrastructure 
detection of intrusion is very important[8]. With the rapid 
development of IoT, safety factors have been considered and 
become the most challenging topics in the framework of 
developing IoT infrastructure[9]. Hackers and viruses can 
thwart data exchange and integrity. In addition, data in 



 

security can specifically reduce the security of the entire IoT 
system and carry risks in its use. All activities, behavior, and 
use of the external are monitored by the IoT on the entire 
network in the system[8]. Every company in the fields of 
manufacturing, health, urban planning, automotive, must be 
able to guarantee the security of legality, as well as the quality 
of information and services used.  
 
 Audit on the system is a task that must be completed 
with a system created by the company. Logs on an IoT-based 
system have a record of every operation performed on that 
IoT device. Finding anomalies in IoT-based systems 
Required expert staff capable of analyzing log data systems. 
In the audit system to find or comment on the manual will 
require a long time, this requires a system log data that 
contains data with very large dimensions. Intrusion Detection 
system is a method for analyzing activities carried out on the 
system through log data on the system. In addition to 
detecting intrusions from outside, the intrusion detection 
system also checks the behavior of users from inside who are 
doing suspicious activity[9]. To ensure the security of using 
IoT-based services, a system is needed to detect anomalies or 
intrusions. 
 
 From the IoT security problems there are approaches 
that might be used to solve them, one of which is through the 
approach of intrusion detection systems based on machine 
learning. Machine learning is a knowledge-based learning 
method obtained from training data which is then used as a 
model for classifying, classifying, associating, and predicting. 
To detect intrusion of the IoT system it is necessary to do a 
learning process on the IoT log data to obtain knowledge that 
can be used to be able to classify based on the type of 
intrusion on the IoT system. 

II. RELATED RESEARCH  

 Several studies relating to safety issues in previous 
IoT, Pajouh et al. Research conducted by hamed et al, with a 
reduction module and two levels of classification they detect 
intrusion in the two-layer dimension, it is intended for the 
detection of User tooRoot (U2R) activities and Remoteeto 
Locall (R2L). Components of analysis and analysis of linear 
discrimination are used to reduce high to low dimensions, and 
then do the classification with two levels throughhNaive 
Bayes, CertaintyyFactor, from K-NN to detect intrusion in the 
system. In the study of hamed et al showed that the proposed 
method can outperform other methods in previous 
studies[10]. 
 
 Khreich et al. Detection of system anomalies when 
running at the host level is a challenge in system security 
analysis. When detecting an anomaly in a large scale in 
previous studies, it still obtains a high level of false alarms. 
Using the one-class detection approach on supports vector 
machines (OC-SVM) and merging frequencies with temporal 
information in logs. the system as well as through feature 
extraction techniques, this research tries to suppress the false 
alarm level from system intrusion detection. In the extraction 
feature approach that has been proposed, the process starts 
from log segmentation on the system into several n-gram 
partitions based on variable lengths and then mapped into 
vectors, from the extraction feature then used as training on 
OC-SVM detectors. From the proposed approach, the results 
show that the features of n-grams in vectors are able to 

outperform the performance of vectors using the most 
commonly used burglary methods used in related research. A 
high accuracy rate and a low false alarm rate are obtained 
obtained with the Markov approach along with n-gram in the 
anomaly detection system, in addition to the approach to 
detect anomalies through OC-SVM and gausian karnel in 
vectors, can obtain higher detection accuracy[11].  
 
 Mohamudally et al. The multiphase aspect is shown 
in this study in IoT applications and networks with real usage 
and problems that arise from the use of anomaly detection 
machines in perspective on network convergence and also in 
software. Based on various models of comparative time series 
that are used to detect an anomaly in the system that has been 
done, shows that the alternative plug and play is not an 
appropriate size, besides that in machine learning the 
unsupervised approach is the most flexible and considered 
approach more efficient as an approach for analyzing the IoT 
system[12]. 
 
 Li et al. Based on the approach through deep 
learning for intrusion detection systems in smart cities and 
feature extraction is done on this research. The schema of the 
approach through deep learning and feature extraction was 
introduced in this study. The dataset used uses KDD CUP99 
to conduct experiments, using 10% of the dataset as training 
data. By comparing the proposed approach with the approach 
that has been carried out in previous studies, it is obtained that 
the proposed approach is able to produce an intrusion 
detection system that is faster and more efficient than the high 
detection results.[13]. 
 
 Mohammadi et al. The demand for network 
protectionaand security againsttcyber attackssis increasing, 
dueeto the current widespreadnnetwork connectivity. 
Network security systems can be supported by intrusion 
detection systems. Through the filter and wrapper approach 
to clustering and the selection of features this study was 
carried out to support the IDS system. The 
filterrandwwrapper methods areenamed based on the 
featureegrouping of the linear correlationncoefficient 
algorithm (FGLCC)aand the Cuttle Fish Algorithm (CFA) 
algorithm,rrespectively. Cuttle Fish algorithm or commonly 
called CFA and FGLCC which is a grouping of linear 
correlation coefficient features is the method chosen in the 
wrapper and filter approach. The dataset used by KDD 
CUP99 to be used as training and testing, based on the 
decision tree is used as a cluster. The results of the study 
showed that accuracy was better with a lower false alarm rate 
of (1.65%) compared to the method in previous studies[8] 
 
 From some of these studies, it is known that 
intrusion detection on IoT is important to ensure system 
security, data, and connectivity, so this research will try to 
find a more effective and efficient approach from the model 
in some previous studies. Basically, several machine learning 
methods applied to intrusion detection have weaknesses with 
large volumes of datasets, and imbalance data. Large dataset 
has an influence on the long time when training data that will 
become a learning model, besides the Imbalance dataset will 
also affect accuracy. Through the selection of features and 
methods based on Ensemble Learning and Synthetic Minority 
Over-sampling Technique (SMOTE) approach, it is hoped 
that the learning model can be more effective and efficient. 



 

Dataset with large dimensions is likely to be reduced through 
feature selection. In addition the ensemble learning approach 
makes it possible to improve the performance of learning 
models and the smote technique has the ability to deal with 
class imbalances by synthesizing new samples from minority 
classes so as to balance the dataset. 

III. PURPOSED METHOD 

 In this study, the researcher proposes an ensemble 
learning-based intrusion detection method, synthetic minority 
over-sampling technique (SMOTE) and selection features as 
an approach to improve the performance of the clasifier. So 
that it is expected to be able to build an intrusion detection 
model by training and testing data that is fast, strong 
performance against imbalance data and has high accuracy. 
Details of the proposed method will be explained in detail in 
the following explanation: 
 → Training dataset 
  → Feature selection (Information Gain) 
        → Resample dataset (SMOTE) 
        → Ensemble Learning (Bagging) 
        → Clasifier (K-NN) 
        → Testing 
        → Performance Evaluation 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 1. Proposed Method  

 From the picture above it can be explained that the 
dataset which consists of training data and testing data in the 
first stage is carried out preprocessing with the Information 
Gain method as a feature selection method, to determine the 
relevant attributes to be used as learning. Then the data is 
balanced using the SMOTE method. The next stage is the 
formation of intrusion detection models through Ensemble 
Learning (Bagging) with K-NN as a classification method 
and learning of training data. After the intrusion detection 
model is formed, then it is tested by using preprocessing 
testing data. The results of the intrusion detection model 
testing will later produce a classification based on the type of 
intrusion including Normal, Probe, Dos, R2L, U2R, then 
Performance Evaluation is carried out with several 
parameters including Accuracy, Detection Rate, False 
AlarmRRate and ProcessingtTime. From the results of 
several evaluation parameters to determine whether there is 

an increase in performance, a comparison is made with based 
learning and some intrusion detection methods that have been 
done previously in the literature. 

A. Information Gain for Features Selection 

 Information Gain (IG) is widely used in high 
dimensionalldata toomeasuretthe effectivenessoof featuresiin 
classification. This relates to the amount of information 
expected, namely the reductionnin entropy[14].  

              Info = −∑i= log pi      Eq. (1) 
The formula description is: 
c: number of values that exist in the target attribute (number 
of class classifications) 
pi: the number of samples for class i 

 Info = ∑j= xInfo          Eq. (2) 

The formula description is: 
A: attribute 
| D | : total number of database samples 
| Dj | : number of samples as value j 
v: value for attribute A 
Furthermore, the information gain value used as a measure of 
the relevance or effectiveness of an attribute in the data 
classification is calculated using the formula below: 
 Gain = Info − Info         Eq. (3) 
Getting higher informationnmeans better discriminatory 
power for decisionsmaking[8] Informationsacquisition issa 
good measureeto determineethe relevance ofcclassification 
features. Theeimportance offfeatures to decisionnmaking in 
our model issdone by evaluatinggthem by 
measuringginformation acquisition[15].  
Not all data attributes are created equal and not all contribute 
equally in decision making. Because of that its attributes can 
be sorted in the order of their contribution in decision making 
by listing features in the order of information acquisition 
score reduction[15]. 
 
B. SMOTE Method 
 The SMOTE algorithm calculates the distance 
between training points of minority classes aimed at defining 
the environment, and then an example is chosen to make 
points from new synthetics. The distance calculation can be 
calculated through manhattan or ecludean distance 
calculation[16]. There are two important steps to solve 
dataset problems that have high data dimensions: First, 
through distance calculation using euclidean [17]. 
Furthermore, Euclidean distance will assume that each 
attribute in the dataset is equally important to be defined in 
the environment of the SMOTE algorithm, but datasets that 
have high dimensions often have a percentage of data 
redundancy and variables that are irrelevant and also have 
noise. In the SMOTE engineering approach, synthesized 
child generations can be defined as follows: 

                 = + − .∗          Eq. (4) 

Where  is a minority class that is considered,  is a 
randomly chosen derivative from the k-neighbor nearest 
minority from ;  and γ is a vector where each element is a 
random number from [0, 1];  as well as symbols “. �” shows 
the multiplication of elements[18]. 

C. Ensemble Learning 
 Ensemble learning is a machine learning paradigm 
in which some basic classifications are trained and then 
aggregated by building a final classifier. The ability to 
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generalize an ensemble learning has proven that can achieve 
better performance than the basic classification when there 
are significant differences between the basic classifiers[19]. 
 Bagging, as another ensemble learning method, is 
divided into two stages: 

First, it produces a single learning model, by emphasizing 
diversity, in the second step, the model is combined, generally 
by using a merging function[19]. 

Bagging algorithm. 
 
1. Model generation 
2. Initialize the parameter 

→ the ensembel ε=Ø 
→ the number   of instance of the training data; 
→ the number  of learner 
→ the algorithm  
→ a set of prediction P1…,Pq; 

For j = 1...m; 
→ generate a bootstrap sample Di instances from the  
training set; 
→ builde the learner CI  training A on Di; 
→ add the learner Ci to the learner set,  = ∪ ;→ 
return   

Testing 
Apply Ci….Cm on the new instance i calculating  Cj (I) 
Calculate the ensemble by: 

                  = ∑ =       Eq. (5) 

 
D. IBk Classifier 
 IBkkClassifier-- Innthe K-NearesttNeighbor (K-
NN) classifier, predictionsaare made based 
onntherrelativeenode spacingoof instances offeach 
class..There are noofixed values of K that are suitableefor 
allldomains, aand theaalgorithm uses cross-validationnK to 
select the appropriateevalue. The advantage of using the Ibk 
Clasifier is that the preferred fundamental perspective taken 
inuutilizing lazy llearning strategies,ffor example,ccase-
based thinking, issthatoobjective capacity will be estimated 
locally. Because objective capacities are estimated locally 
foreeach questionnin the framework, aasluggish learning 
framework attthe sameetime can deal with a variety of 
problems and settings effectively withhchanges in the 
problemaarea[20]. 
 Stages in the K-NN classification: 
1. Determine the parameter values from the nearest neighbor. 

2. Calculate the distance between the Manhattan training data 
with testing data. 

E.5Performance Based Evaluationn 
 Three performanceemeasures areuused toeevaluate 
the performanceeof the proposed approach. Some of these 
performance measuressinclude the Detection Rate (DR), 
Accuracy Ratee(DA), False Alarm Ratee(FAR) which are 
defined in the following equation[20]. 

                =         Eq. (6) 

                    =                              Eq. (7) 

                    =                             Eq. (8) 

whereetrue positive (TP) issthe numberoof intrusionssthat 
haveebeennclassified correctly, for true negative (TN) is the 
amount that comes from normal notes that have been properly 

classified,ffalse positive (FP) issthe amount that comes from 
classified normal notes as intrusion, while for false negative 
(FN) is the amount derived from intrusion that has been 
classified as normal[18].  

IV. EXPERIMENT AND RESULT 

A. DatasettDescription 

 The NSL-KDD dataset issa dataset consisting 
offlogs on a network system that has 41 attributes including 
(eg protocol types, flags and services), which are normally 
labeled or some of 24 types of system intrusion classes (eg 
R2L, Probe, U2R , and Dos)[10]. NSL-KDD has a training 
set and set as a test[10]. Catatan anomali pada dataset NSL-
KDD dikategorikan ke dalam empat jenis : 

• DoS: Denial of Service attacks such as Teardrop, Smurf, and 
Neptune. 
• Probe: another type of attack that is sometimes called 
Probing such as Portsweep, and Saint. 
• U2R: Attacks from Users to Root like Rootkit, 
Buffer_overflow, and Module load. 
• R2L: Local long-range attacks such as Xsnoop, Httptunnel, 
and Password. 
Before the dataset is used for experiments, data 
transformation is first performed, this data transformation is 
applied to the protocol_type feature, to the nominal data 
feature, consisting of (tcp, udp, icmp) each nominal feature is 
changed to (TCP = 1, UDP = 2, ICMP = 3). The dataset used 
has 125973 records for training and 1112 for testing. 

B. Eksperiment Result and Discussion 

 The results of feature selection through information 
gain have 28 best features out of 41 features, here are the 
selected features and their weight values. 

TABLE I.  RESULTS OF SELECTION FEATURES WITH INFORMATION 
GAIN 

Feature Selected Information Gain 

src_bytesw   
servicee 
diff_srv_ratee 
flagg 
dst_bytese 
same_srv_ratee 
dst_host_diff_srv_ratee 
count 
dst_host_srv_countt_ 
dst_host_same_srv_ratee_ 
dst_host_serror_ratee_ 
serror_ratee 
st_host_srv_serror_ratee 
srv_serror_ratee_  
logged_inn_ 
dst_host_srv_diff_host_ratee 
dst_host_same_src_port_ratee 
dst_host_countt 
srv_countt_ 
srv_diff_host_ratee_ 
dst_host_rerror_ratee 
protocol_typee_ 
dst_host_srv_rerror_rate_ 
rerror_ratee_ 

1.0322102 
0.8190565 
0.7304628 
0.7026954 
0.6621512 
0.6601568 
0.6498302 
0.6498302 
0.5978336 
0.5762663 
0.5733752 
0.5522771 
0.5385294 
0.5149715 
0.4419606 
0.3760204 
0.3389140 
0.3001916 
0.2372335 
0.2097353 
0.1388035 
0.1199937 
0.1198405 
0.1095781 



 

durationn_ 
srv_rerror_ratee_  
hott 
is_guest_loginn_  
  

0.0816534 
0.0784914 
0.0340066 
0.0163462 

 The classification results are based on the 28 best 
features selected with gain information compared to before 
feature selection obtained as follows: 

TABLE II.  COMPARISON AFTER FEATURE SELECTION 

Porposed method
                 

Accuracy  DR        FAR      Time

No Feature selection      96.66%     96.7%    0.33%
  

43.78

With feature selection  96.75%     96.8%   0.32%   34.64

 From table II it is known that the results of the 
selection feature have an impact on the first few indicators in 
terms of classification accuracy increased by 0.09% 
compared to the results of the classification without going 
through the selection feature, the detection rate increased by 
0.1%, false alarm rate improved by 0.01%, and processing 
time experiencing an acceleration of 9.14 seconds. Next is the 
difference in results from the proposed method which has 
been through the information gain, smote, ensemble learning 
approach can be seen in table 4 

TABLE III.  COMPARISON OF THE RESULT OF THE PROPOSED METHOD 
WITH THE BASIC METHOD IN THE IMBALANCE DATA 

Porposed 
method      

Accuracy
      

DR    FAR        Time

Ibk 
Clasifier     

96.66 %    96.7%     0.33%     43.78

Porposed 
Method      

97.02%    97%       0.16%      299.6

 Comparison of the results of the proposed method 
with base learning on the imbalance dataset in table III, it is 
known that there are changes in the indicators including 
accuracy has increased 0.46% better than based learning, 
Detection Rate increased 0.33% better, false alarm rate 
improved than before to 0.16%, but the processing time has 
slowed to 299.6 seconds. To get the best results, we 
performed tests on several algorithms, a comparison of test 
results can be seen in table IV. 

TABLE IV.  COMPARISON OF PORPOSED METHODS WITH SEVERAL 
METHOD 

With Smote, 
Bagging         

Accuracy   DR      FAR      Time 

RandomForest (RF) 96.66%     96.7%  0.29%   1131.35

BayesianNetwork 
(BN) 

94.86%     94.9%  0.26%
   

33.9 

Naive Bayes (NB) 60.75%     60.8%  0.98%    16.19 

Porposed(Ibk 
Clasifier)   

97.02%      97%    0.16%   299.6 

 The results of the comparisonnof the proposed 
method with several other methods can be seen that the Ibk 
Clasifier is superior in terms of accuracy with a value of 
97.02%, a detection rate of 97% and a false alarm rate of 
0.29%, compared to the Random Forest method with an 
accuracy of 96.66%, Naive Bayes 60.75%, And Bayesian 
Network is 94.86%, but in terms of processing speed slower 
than Naive Bayes, and Bayesian Networks with a processing 
time of 299.6 seconds. Here is a comparison of the detection 
rates of the four methods based on the type of intrusion.  

TABLE V.  DETECTION ACCURACY FOR EACH INTRUSION 

Type of 
Intrusion 

Detection Rate 

Proposed 
Method    

RF          NB         BN 

Normal 98% 98.8%    48.1%   95.8% 

Dos 97.7%     98%       94.6%   96.6% 

R2L  77.6%     67.3%    55.1%   69.4% 

Probe   98%     92.9%    11.2%   95.9% 

U2R 98.2%   97.3%       74.2%   94.7% 

 Table V shows that the proposed method has the best 
intrusion detection accuracy in U2R intrusion of 98.2% while 
in other types of intrusion the proposed method produces an 
accuracy of 97.7% Dos, 77.6% R2L, 98% Probe and 98% 
normal. In the random forest intrusion detection method 
produced 98.8% Normal, 98% Dos, 67.3% R2L, 98% Probe, 
98.2 U2R. Naive Bayes 48.1% Normal, 94.6% Dos, 55.1% 
R2L, 11.2% Probe, 74.2% U2R, while Bayesian networks 
produce 95.8% Normal accuracy, 96.6% Dos, 69.4% R2L, 
95.9% Probe, and 94.7% U2R. From some of these methods 
Naive Bayes has very low accuracy compared to other 
methods, especially in the detection of Probe, Normal and 
R2L intrusions. 

TABLE VI.  DETECTION RESULT FROM THE TEST DATASET 

Intrusion 
Detection    

Normal   Dos     R2L      Probe 
  

U2R

True Detection   582
  343      31    96

  19 

False Detection  13           4        9
   14 1 

 From table VI of the test dataset totaling 1112 
through the proposed method, it is known that 582 detected 
normal intrusions with 13 false detections, 343 detected as 
Dos intrusions with 4 false detections, 31 detected as R2L 
intrusions with 9 incorrect detections, 96 detected as 
intrusions Probe with 14 false detections, and 19 detected as 
U2R intrusions with 1 wrong detection. 



 

The following is a comparison of the performance of 
intrusion detection methods in previous research which will 
be presented in table VII 

TABLE VII.  COMPARISON WITH PREVIOUS STUDIES 

Researcher 
         

Method   Accuracy  DR
  

FAR 

Mohammadi 
et al     

FGLCC-CFA 
   

95.03%    95.23%   1.65% 

Guo et al
     

KNN-Kmeans
   

93.29%    91.26%   0.78% 

Pajouh et al 
     

TDTC-KNN     N/A      84.86%   4.86% 

Al-Yaseen 
et al        

SVM-ELM-
Kmeans         

95.75%   95.17%   1.87% 

 Proposed Method         97.02%     97%      0.16%

 From table 8 it is known that from the comparison 
of intrusion detection results with previous research 
conducted by several researchers with different methods, the 
approach proposed in this study is superior innterms 
ofaaccuracy, detectionnrate, and falseealarmrrate. 

V. CONCLUSIONS 

 With the IoT-based industrial revolution as its 
infrastructure, what needs to be considered is data, 
information security and stable services, intrusion on IoT 
infrastructure can jeopardize data integrity, user privacy, and 
stability of IoT-based services. Intrusion detection on IoT 
Infrastructure will be very useful in the industrial revolution, 
aiming to protect IoT-based services. The results of research 
conducted to detect intrusion with the ensemble learning 
approach, synthetic minority over-sampling technique, can 
increase the accuracy of intrusion detection to 97.02% and 
detection rate is 97% with a false alarm rate of 0.16%. In 
addition to the ensemble learning approach, Ibk Clasifier, 
smote techniques and selection features it is known that the 
approach produces effective intrusion detection compared to 
other approaches such as random forest, naive bayes, 
bayesian networks. Compared with some previous studies in 
the literature, the method proposed in this study results in 
better performance in terms of accuracy, detection rate, and 
false alarm rate, but the performance in terms of processing 
time has not shown satisfactory results. 
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