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Abstract. There are various ways done by the government to increase rﬂonal income. One of the sectors to increase
regional income is tourism sector. The uncertain arrival of foreign tourists makes it difficult for government to predict the
number of foreign tourists. The prediction of foreign tourists is very important in assisting decision-making related to
regional income. The prediction accuracy using a linear model has limitations in dealing with non-linear data. Thus, a
reliable time series prediction model, especially in the field of tourism, is needed. This research proposes soft computing
model that is neural network model based on data preprocessing technigue for prediction of foreign tourists in Central Java
Province, Indonesia. The data of this study are taken from the Department of Youth, Sports and Tourism of Central Java
Province, to evaluate the proposed model. The results of this study indicate that neural network model has a better prediction
performance in predicting foreign tourists. The results of this study prove that ne network model with NN (2-4-1) has
better performance compared to linear regression (trend), moving average, single exponential smoothing, double
exponential smoothing, triple exponential smoothing, and ARIMA models.

INTRODUCTION

The tourism industry plays an important role in increasing the country's foreign exclfffige carnings, which
encourages every country to bring in international tourists (foreign tourists). According to the United Nations World
Tourism Organization (UNWTO) [1], the world tourism organizdfih, international tourist arrivals worldwide are
expected to increase by 3.3% annually from 2010 to 2030. By 2030, the number of f@&en tourists is expected to reach
1.8 billion. In 2013, foreign tourist arrivals grew 5.0% anfffeached 1.087 million. Asia and the Pacific recorded the
highest growth of 6.0%. The UNWTO also reported that international tourism receipts in 2013 reached US $ 1,159
billion and US § 1,078 billion in 2012.

In Indonesia, the number of foreign tourist arrivals reached 8.80 million in 2013, an increase of 9.42% when
compared to the number of visits in 2012. The expenditures of foreign tourists per visit n 2013 averaged US $ 1,142.24
also increased by 0.74% compared to the average of foreign tourist expenditure per visit in 2012, which amounted to
US § 1,133.81 [2].

Many models of predictions with different concepts have been proposed by many researchers. Researchers have
done their studies to develop better prediction models@ifimprove prediction accuracy. The accuracy of the prediction
model depends on the model andffe complexity of the data. Therefore, it is very important to determine the best
prediction model based on these data. According to Hanke and Wichern [3], there are two kindElf approaches in
predictive models; they are casual prediction model and time series prediction model. The time series model
determines future trends based on past values.

Statistical techniques such as linear regression, moving average, exponential smoothing, and autoregressive
integrated moving average (ARIMA) are linear methods that can be used to predict time series. Statistical techniques
have been used by many researchers and are conducted in various fields. Law Researcher [4] has used the moving
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24
average model for financial crisis. Similarly, exponential smoothing methods such as gglc exponential smoothing
and double exponential smoothing have been applied for predictions in various fields [5].

Inrecent decades, researchers have done much research on international tourism predictions in the field of tourism.
Most researches on tourism prediction use time series data. Gustavsson and Nordstrom [6] have implemented the
ARMA model for predicting monthly tourist time series. The ARMA model has also been used to predict the time
series of monthly tourist visits to Australia [7]. Similarly, the ARIMA model has been used for tourism predictions,
such as [7, 8, 9]. Loganathan, ef al. [10] have applied the SARIMA method to predict the demand of foreign tourism
in Malaysia.

In the real world, many phenomena are non-linear (i.e., the relationship between past and current events is non-
linear). The accuracy obtained using linear prediction models is not high in handling non-linear data [11]. Therefore,
the linear time series model is not suitable for this case. For predictions in non-linear data, many researchers have
implemented non-linear models. One of the prediction models that can handle non-linear data is Neural Network
model. Niskaa et al. have applied neural networks to predict air pollution. They prove that Neural Network model
gives better results [12].

This study proposes Neural Network based on data preprocessing technique to predict foreign tourists. To obtain
better result, an experiment is performed by using various input based on data preprocessing technique to determine
best configuration of Neural Network.

METHODOLOGY
In this research, the following steps are taken:
Data Collection
In this study, the data of foreign tourists in Central Java Province, Indonesia were collected from the Department of
Youth, Sports and Tourism. The Foreign tourists’ time series data were collected from January 1991 until December
2013. In other words, the data of foreign tourists consist of 276 months.
Data Preprocessing
The first step in this initial data processing is to check the missing value, and then change the univariate time series

data into multivariate data. The univariate data are converted according to the pattern of data such as the pattern in the
following table [ 13].

TABLE 1. Converting univariate data into multivariate data for monthly foreign tourists

Pattern 14 Input Qutput/ Target
1 }{27 Ya ¥4 o ¥p ¥pl
2 ¥2, ¥3s ¥4 ¥50eees ¥prl Ypi2
3 V3, ¥4, ¥5, ¥6,..0s ¥pi2 Ypid
m-p Yim-pe ¥m-ptly ¥m-pi2, oo Yinel Ym-p

Furthermore, the pattern of data that has been formed is normalized data by using the formula:

. (x—min)(newmax— newmin) .
x'= - +newmin
(max— min) (1)
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Where x'= new data, x = old data, min = minimum data, max = maximum data, newmax = new maximum data and
newmin = new minimum data. In this studi, we use newmax = 1, and newmin = ().

Experiments using Statistical Techniques and Neural Network Models
The estimation models used in this study include statistical techniques such as linear regression, moving average,
single exponential smoothing, double exponential smoothing, and ARIMA and Neural Network. Furthermore, the
models and the techniques are evaluated usifffjerformance accuracy of prediction, namely MSE and RMSE. We
compare the models and statistical techniques to obtain the best model.

Evaluation

To measure the performance of the estimation models, lﬂ}t Mean Square Error (RMSE) and Mean Square Error
(MSE) are used. The MSE and RMSE are calculated by the following formula [14]:

(2)

(3)

MSE=2=

Where Y, = actual value and }?} = value of prediction.

RESULTS AND DISCUSSION

The data set of foreign tourists that have been collected are then preprocessed by checking the missing value of
data. Since there is no missing value in the collected data in this study, all of data can be used to construct thdEfodels.
Furthermore, in converting univariate data into multivariate data, 12 period is used as input which includes x¢;, X2,
Xt-3y Xtdy Xt-5y X6y X7y Xe-8y X195 X110, Xe-14, and Xi-12. And the output is x:. In this study, x.;, x.2as input and x; for output
of Neural Network model is also used.

Predicted models of foreign tourists

This study uses the model or method that include linear regression statistical techniques, moving average,
exponential smoothing and ARIMA. This research also constructs models with k-NN and Neural Network. Model
performance is measured by MSE and RMSE values.

The first model is linear regression. The equation of linear regression model obtained is as follows:

¥V = 036697 — 0.00053299 * ¢t 4)

where y, is value of prediction at t. The performance of the linear regression model obtained, that is RMSE and
MSE, are 0.1644 and. 02706, respectively.

For the Moving Aver&)model, many experiments are performed using different values of parameter. The results
of performance obtained are shown in Table 2.

Table 2 shows that Moving average model using parameter =2 gives minimal values of RMSE and MSE. This
indicates that MA (2) is the best model for the moving average.

Experiments using the exponential smoothing model have been performed using various values of . The results
of experiments are shown in Table 3 as follows:
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TABLE 2. Comparison of MSE and RMSE using Moving Average Model

MODELS MSE RMSE

MA(2) 0.016753 0.129433

MA(3) 0.017987 0.134116

MA(5) 0.019498 0.139635

MA(8) 0.020366 0.142709

MA( 10) 0.019897 0.141057

MA(11) 0.019085 0.138148

TABLE 3. Comparison of MSE and RMSE using Single. Double and Triple Exponential Smoothing (ES) Model

MODELS MSE RMSE
0.1 0.01933 0.13903
0.3 0.01616 0.12713
Single ES 0.6 0.01508 0.12279
0.8 0.01527 0.12357
0.9 0.01565 0.12512
1.0 0.01626 0.12752
DOUBLE ES MSE RMSE
0.1 0.1 0.02130 0.14595
0.1 0.2 0.02230 0.14932
0.2 0.1 0.01913 0.13830
0.2 0.2 0.02068 (0.14381
TRIPLE ES MSE RMSE
(0.1,0.1,0.2) 0.08044 0.28361
(0.2,0.2,02) 0.02027 0.14237
(0.3,0.3,03) 0.02147 0.14653

Ta@ shows that Single Exponential Smoothing using o =0.6 gives minimal values of RMSE and MSE. Thus,
Single Exponential Smoothing model using & =0.6 is the best model for Exponential Smoothiffimodel.

Neural network models have been succedElll and applied for predictions in various fields. In this study, the neural
network modEEvill be used to predict the number of foreign tourists in Central Java, Indonesia. To find the best
performance of the Neural ndgfbrk model, we will find the best configuration offfls model, by experiment with
iteration parameter = 10,000, learning rate = 0.1, momentum = 0.2, the several of number of neurons in the hidden
layer, and the number of hidden layers is 1 and 2 layers. Table 4 is the experiment result of the prediction of foreign
tourists using Neural Netggark model.

TABLE 4. Comparison of MSE and RMSE using Neural Network Model

MODELS MSE RMSE
NN(12-2-1) 0.01904 0.138
NN(12-3-1) 0.02190 0.148
NN(12-5-1) 0.01613 0.127
NN(12-7-1) 0.02103 0.145
NN(12-8-1) 0.02434 0.156
NN(12-5-5-1) 0.01769 0.133
NN(12-5-7-1) 0.01823 0.135
NN(12-5-9-1) 0.01638 0.128
NN(12-5-11-1) 0.01904 0.138
NN(12-5-13-1) 0.01988 0.141

Table 4 shows that the Neural Network model, i.e. NN (12-5-1) has RMSE. This shows that the NN (12-5-1)model
1s the best.
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We also conduct experiments usinfbther parameters of Neural Networks model, with inffj equal to 2, namely
Xr.; and x;.», the number of iterations = 10,000, learning rate = 0.05, momentum = 0.5, varying the number of nemns
in the hidden layer, the number of hidden layers equal to 1, and the activation function using hyperbolic tangent. Table
5 shows the performance results of the neural network models with the above parameters.

TABLE 5. Comparison of MSE and RMSE using Neural Network Model with different input

MODELS MSE RMSE
NN(2-3-1) 0.01261 0.11229
NN(2-4-1) 0.01186 0.10890
NN(2-5-1) 0.01438 0.11992
NN(2-6-1) 0.01446 0.12026
NN(2-7-1) 0.01427 0.11944
NN(2-8-1) 0.014622 0.12092

From Table 5, it appears that neural network configuration with 2 neurons inputs (NN(2-4-1)) gives better
performance than Neural Network with 12 neuron inputs (NN(12-5-12)). The figure of Neural Network configuration
with 2 neurons inputs (NN (2-4-1)) is shown in Figure 2.

FIGURE 1. Neural network configuration with 2 neurons inputs
Models Comparison

Based on the performance of linear regression model, movin@veragc, ag]c exponential smoothing, double
exponential smoothing, triple exponential smoothing, ARIMA and neural network model shown in Table 1 to Table
5, the performance results of those models can be compared. The comparison of model performance for the prediction
of foreign tourists in Central Java Province is shown in Table 6.

TABLE 6. Comparison MSE and RMSE using Statistical techniques and Neural Network Model

MODELS MSE RMSE
Linear Regression 0.0271 0.1644
Moving Average 0.0168 0.1294
Single Exponential 0.0151 0.1228
DOUBLE ES 0.0191 0.1383
TRIPLE ES 0.0203 0.1424
ARIMA (1.1,1) 0.0139 0.1180
NN(2-4-1) 0.0119 0.1089
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Figur® shows graphically the comparison of MSE and RMSE of models, i.e. Linear Regression (trend), moving
average, Single Exponential Smoothing, Double Exponential Smoothing, Triple Exponential Smoothing, ARIMA,
and Neural Network. From Figure 2 and Table 6, it is clear that Neural Network model gives best result compared to
other models.

COMPARISON OF PERFORMANCES

0.1089
NN(Z-3-1)
0.01186
0.1180
ARIMA (L1.1)
0.0139
0.1424
TRIPLE ES (Winter)
0.0203
0.13813
DOWBLE ES (Holt)
0.0191
0.1228
Single Exponential
00151
0.1294
Moving Average
00168
0.1644
Linear Regression

0.0271

Performances
WRMSE - MSE

FIGURE 2. Comparison of MSE and RMSE using Statistical Technigues and Neural Network Model
Figure 3 shows the comparison of actual values afifipredicted values using Neural Network model. From the
Figure 3, it can be seen that the prediction values using the Neural Network model is close to the actual values of the
normalized data.

Actual Vs Predicted for Normalized Data

0.8
0.6
0.4

0.2

Time
s ACTUS| e Prg dli ctied

FIGURE 3. Comparison of Actual values and Predicted values for Normalization data
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CONCLUSION

The prediction of foreign tourists in Central Java Province has been conducted through experiments on various

models / methods with both statistical techniqfef§, i.e. Moving Average, Single Exponential, Double Exponential,
Triple exponential and ARIMA, as @11 as with soft computing method such as the Neural Network model. The result
model performance shows that Neural network model with input of 2 neurons, in hidden layer with 4 neuron,
iteration = 10.000, learning rate = 0.05., Momentum = 0.5 gives best result compared to other models.
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