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Abstract. Improving accuracy i series prediction has always been a
challenging task for researchers. Prediction of time series data in healthcare
such as HIV/AIDS data a:m]e.v. importance in healthcare management.
Statistical te ues such as moving average (MA), weighted moving average
(WMA) and autoregressive integrated moving average (ARIMA) m have
limitations in handling the non-linear relationships among the data. Artificial
intelligence (Al) technigques such as neural networks are considered to be better
for prediction of non-linear data. In general, for complex healthcare data, it may
be difficult to obtain high prediction accuracy rates using the statistical or Al
modelf@individually. To solve this problem, a hybrid model such as adaptive
neuro-fuzzy inference system (ANFIS) is required. In this paper, we propose an
improved ANFIS el to predict HIV/AIDS data. Using two statistical
indicators, namely, Root Mean Square Error (RMSE) and Mean Absolute Error
(MAE), the prediction accuracy of the proposed model is compared with the
accuracies obtained with MA, WMA, ARIMA and Neural Network models
based on HIV/AIDS data. The results indicate that the proposed model yields
improvements as high as 87.84% compared to the other models.

Keywords: Adaptive Neuro-Fuzzy Inference Systems, Neural Network,
ARIMA, Moving Average.

1 Introduction

Human immunodeficiency virus (HIV) / Acquired immune deficiency syndrome
(AIDS) has become a serious threat around the world due to lack of affordable
effective drugs and wvaccines for prevention and cure. This disease also has a long
asymptomatic (without symptoms) phase. The number of cases of HIV/ AIDS has
increased despite various preventive measures. No country is unaffected by this
disease [1].

The spread of HIV / AIDS cases will cause an adverse effect on the development
of a country. It not only affects the health sector but also the socio-economic
situation. Moreover, this disease 1s most prevalent in the productive age group.
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Therefore, information about the development and prediction of new HIV / AIDS
cases are needed to assess the magnitude of the problem for prevention and
mitigation. Good and accurate prediction i1s very helpful in devising appropriate
action plans.

ny models have been applied in time series prediction such as moving average
[2] and autoregressive integrated moving average (AR J [3]. Seasonal ARIMA
model has been used to predict the AIDS incidence [4]. Box-Jenkins ARIMA model
has been used to predict cases of incident HIV infection [5]. However, traditional
statistical techniques may not produce satisfactory results for time series prediction.
Recent studies have discussed the problem of time series prediction using different
concepts, ncluding artificial neural networks that have self learning capabilities, to
handle non-linear data and have been used in many applications [6]-[9].

In soft computing, fuzzy logic can tolerate imprecise information, and also can
make an approximate rﬁniug framework. Unfortunately, fuzzy logic lacks self-
learning capability. The Adaptive Neuro-Fuzzy Inference System i1s a combination
artificial neural networks and fuzzy logic that has been used to predict observed real
world time series [10]-[16]. An 1ssue that has gained much attention with regard to the
AI‘mS model 1s how to determine the appropriate input lags for univariate time series.

In this paper, we propose an improved ANFIS model to predict HIV/AIDS time
series data. A Bw procedure 1s presented to determine the accurate number of input
lags in ANFIS model for univariate time series prediction. The proposed model is then
tested using the HIV/ AIDS data obtained from the health department of Indonesia. We
also compare the proposed model with neural network and statistical models.

2 Model Used

following is a brief description of the time series prediction models such as

ing average (MA) and autoregressive mtegrated moving average (ARIMA),
neural network and adaptive neuro-fuzzy inference systems (ANFIS) models used in
this study.

2.1 Moving Average (MA) Model
7
A moving average model provides an efficient mech;ﬂsm E obtain the value of a
stationary time series prediction. The MA model is one of the most widely used
models for time@B@ries prediction. In this paper, we use MA and weighted moving
average (WMA) model to predict univariate time series data.
The MA model of span m at time 1 1s calculated as [17]:

2 Yi (1)

i=t—m+l

A,

|
}1:+I =
m
The weighted moving average model uses different weights for the past observations

as shown in Eq.ﬁ

,ﬁr = W] }1:-] + wzy:.z + wﬂ—vr-?. +ot wmyr-m (2]

where wy, wy, ..., w, denote the weights associated with the past observed values.
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2.2 Autoregressive Integrated Moving Average (ARIMA) Model

Box and Jenkins [3] have popularized auto regressive moving aver:ﬁARMA) and
auto regressive integrated moving av?e (ARIMA) models for time series
prediction. An ARMA model assumes that the time series data for prediu 1$
stationary. The ARMA model is made up an AR(p) autoregressive part and a MA (g)
moving average part. The ARMA (p.g) model is calculated by [18]:

P g

X = Z(L’rr.xr_r. +e + Z '9;@_; (3)
i=l =1

where e, 1s residual at time ¢, ¢r (i=1.2, ....p) arem parameters of the autoregressive

partand #; (j= 1, 2, ..., g) are the parameters of the moving average part.

The autoregressive integrated moving average (ARIMA) model iaan ARMA
model employed for time series data that uses ordinary differencing (). General form
of the ARIMA (p, d, g) model could be computed as [18]:

- d(B)(1- B)" x, = 0(B)e, 4)
10

where p is the number of autoregressive lags, 4 the number of differences, g 1s the
number of moving average lags, B 1s the backward shift operator.

% Neural Network Model

The neural network model used in this study is the Multilayer Perceptron (MLP).
There are many fields of application for the MLP model such as classitiou* pattern
recognition and prediction. The MLP mudem the most common neural network
model used in prediction [19]. It consists of an input layer, one hidden layer and an
output la}fﬂm he output layer has one neuron and a variable number of neurons or
nodes exist in the input and hidden layers. Each neuron has a configurable bias and
the strength of each connection of a node to another is determined by a flexible
weight on each connection [19]. Processing in each neuron is via the summing of the
multiplication results of the connection weights by the input data. The result of the
processing of the neuron is transferred to the next neuron through an activation
function. There are several kinds of activation functions, such as bipolar sigmoid,
sigmold, and hyperbolic tangent
The time series prediction output, ¥Y(x), of the MLP is calculated as [19]:

Y =fy+ D Byt D7) 8

where (fy, fy. ....fw) and (..., yu.) are weights of the MLP, i is activation
function..
2.4 Adaptive Neuro-Fuzzy Inferenﬁ System Model
35
A neuro-fuzzy system is defined as a c@bination of artificial neural networks and

fuzzy inference system (FI5) [21]. The Adaptive Neuro-Fuzzy Inference System or
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Adaptive Network-based Fuzzy Inference System (ANFIS) is a new neuro-fuzzy
modempcrted in [22]. In neuro-fuzzy. neural network learmng process with pairs of
data 1s used to determine the parameters of fuzzy inference system. The fuzzy
reasoning mechanism is shown in Fig. 1 [22].

Premise Part Consequent Part
F'y
T w, .!. = PX+@y Y
- _ owfitwfy
A -/ Wi+ W
= wfi+mf,
W;_ fi=px+gv+r
'

Fig. 1. Fuzzy reasoning mechanism
In Fig.1, 1t 1s assumed that the fuzzy inference system has two input variables,

namely x and y, and one output f. The FIS also has two fuzzy if-then rules of Takagi
and Sugeno’s type which are given as [21]:

Rule 1: If x1s A; and v is B; then = PX+qy+H
Rule 2: If xis A;and yis By then f, = p,x+g,y+1,.

where x and y are the input variables, A;, A,, B; and B, are the fuzzy sets, f; and f; are
the output variables and p,, p2, ;. g,. r; and r; are the parameters.

Fig. QG]UWS the structure of the ANFIS [21]. Different layers of ANFIS have
different nodes. The output of each layer 1s used as input of the next layer.

The five layers with their associated nodes are described below:

Layer (: The input layer. The input layer has k£ nodes where £ 1s the number of
Ehputs to the ANFIS.
Layer 1: Each node Eﬁlay@r 1 1s adaptive node with a function of node [21]:

0, = M, (x), wherei=1,2 (6)

0, = Hy (v), wherei=3,4 (7)
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g,
Layer 1 Layer 2 Layer 3 Layer 4 Layer §

Fig. 2. Adaptive neuro-fuzzy inferences system architecture
where
x (ory) :input to node 1,
A; (or Biz) :linguistic label (low, high etc) associated with this node function,
0, : membership function from fuzzy sets (A;, A,, B;, B>).
qc membership function commonly used is the generalized bell [21]:

_ |
ﬂ.’!- | I

- [x—q) (8)
af

where {a, b;, ¢;} are the set of parameters of function. The parameters in this layer are
called premise parameters. Their values are adaptive by means of the back-
ﬁpagation algorithm during the learning state.

Layer 2: Every node in layer 2 is a circle node, which is labeled with I1. Every node
calculates the multiplication of the input values and gives the product as output,
indicated by the following equation:

0,, = My (I)ﬂg‘. (¥), where i=1,2 (9)

Layer 3: Each node in layer 3 is a circle node, which is labeled with N. The i-th node
calculates the ratio of the i-th rules firing strength to the sum of all rules’ firing
strength according to Eq. (10):
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L
[

(10)

where w; 1s firing strength of the i-th rule which 1s computed 1n layer 2. The output of
this layer will be called normalized firing strength.

Layer 4: Each node i in layer 4 1s a square node. The node function is given as [21]:
O, =w,fi=w,(px+gqy+r) (11)

where ﬁr. 1s the output of layer 3, {p, g, r;} are the set of parameters. The parameters
in layer 4 are referred consequent parameters.
Layer 5: The single node in layer 5 is a circle node, which is labd§d with 3. This

layer is as the output layer. The value of output is obtained the summation of all
incoming signals. The output is calculated as:

2w f,
Oj.fzzﬁfff=T (12

I

where W, f.

; 1s the output of node 7 in layer 4.

The learning algorithm for ANFIS uses a hybrid algorithm in order to train the
network, which is a combination of the least-squares estimator (LSE) and error back
propagation (EBP) method [21]. Error back-propagation method 1s used to determine

the parameters in layer 1. For training the parameters in layer 4, LSE is used.

2.5 Performance Measures

Two performance measures are used to compare the performances of obtained MA,
WMA, AA and ANFIS models. The following statistical indicators are used for
this work: Root Mean Square Error (RMSE) and Mean Absolute Ermor (MAE) [23, 24]:

where ¥, and }fI are the observed and predicted values at time t respectively, and n 1s
the number of data.
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3 Data Used

The HIV/AIDS data used in this study for evaluating the performance were collected
from the Department of Health Republic, Indonesia. The data comprises the number
of H@IDS for the years 1990 to 2009. The descriptive statistics of the HIV/AIDS
data such as the minimum, maximum, mean and standard deviation are shown in
Table. 1.

Table 1. Descriptive statistics of HIV/AIDS data

Name Min Max Mean Std. Dev.
HIV/AIDS 5.00 4969.00 9.98x10° 1545.27

From Table 1, it 1s seen that the HIV/AIDS data have a high value of standard
deviation. This indicates that the HIV/AIDS data are spread over a wide range of values.

4 Methodology

The nput variables that used have different patterns. The learning process will be
performed based on the number of inputs. The purpose of the learning process 1s to
study the pattern of time series da@feind get the value of ANFIS parameters (premise
and consequent) that sed for ime series prediction. In the learning process of
ANFIS for univariate time series, data are divided as input and target/ output. Fig. 3
illustrates the division of univariate time series data [25].

From Fig. 3, the pattern of univariate time series data for ANFIS 1s presented in
Table 2 as follows:

| Time Series Data for training 1

... -~ | sl -~

Input(1) Target“l
&
Input(2) Target{2

Input(3)

Target

A

Input(k) Target(m)

Fig. 3. The division of univariate time series data for ANFIS
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Table 2. The pattern of univariate time series data for ANFIS

Pattern Input lag Output/ Target
1 X1, X2, X3, X4, ..., Xp Xp+l
2 Kz Ka Xy Ks. Xpyg Kpez
3 X3, Xy, X5 Xg oo, Xpa2 Kpsd
m-p F‘m-p'« r‘m-p—-—l‘ xm-p—-—l'« coes Ao Xm
Start

SN

Time Series Data /

¥

Nurmber of raining
data

w

SN

Initialization:
number of input lag. RMSE-o

¥ Compute Prediction

Compute error

Incraase inpul lag RMEE -+

Yes

RMSE-C=RMSE-

Mo

Forecast Result

Fig. 4. The proposed procedure of ANFIS model for univariate time series prediction

ANFIS method performs learning process based on the input data that will be
trained. The ANFIS algorithm that 1s used in this work 1s a hybnd learning algorithm.
The algorithm uses a combination of the Least-squares estimator (LSE) method and
error back propagation (EBP).




Improved Adaptive Neuro-Fuzzy Inference System 9

5
The proposed procedure of ANFIS model for univanate ime series prediction in this

work 15 shown 1 Fig. 4 This procedure 15 used to determine the optmal number of
input for univariate time series prediction. In the first step, training data 1s applied to the
ANFIS model using number of input data and target/ output, as described in Fig. 3. For
Initialization, ANFIS model uses a small number of input lag. The values of premises
and consequent parameters are obtained from the ANFIS model shown in Fg. 2.
Furthermore, we calculate the performance of the prediction using RMSE. The next step
15 to test the performance of predicion (RMSE-y., = RMSE-q,). The mput lags are
increased one by one to improve the performance of prediction. If value of RMSE-ne,, 1s
greater than the value of RMSE-q,. then the iteration will be stopped. The final step, we
calculate the prediction using the best configuration with optimum number of input lags.

5 Experimental Results

The perfffhance of the proposed ANFIS model is compared with MA, WMA,
ARIMA and neural network models using the HIV/AIDS data for the period 1990 to
2009 collected 1n Indonesia.

5.1 Moving Average Model

The moving average consists of MA and WMA models are used for time series
prediction. Several numbers of inputs are made to choose the optimal moving average
model. The performance measures obtained using different number of inputs (m) is
shown in Table 3. It is found that MA (2) and WMA (2) perform better than other
models with WMA (2) yielding the minimum values of RMSE and MAE.

Table 3. Performance measures using MA and WMA for HIV/ AIDS data

PERFORMANCE MEASURES

Model (m)
RMSE MAE
2 728.028 362.222
3 853.420 478.431
MA 5 1193.559 748.613
7 1497.661 1021.978
9 1781.642 1319.384
2 696.274 353.741
3 773.803 410.745
WMA 5 997 877 604.027
7 1240.606 832.006
9 1494.362 1098.236

5.2 ARIMA Mode

In this section, the ARIMA models are used to predict HIV/AIDS time series. The
ARIMA model with different parameter (p, d, ¢) values are computed to choose the
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optimal ARIMA model. It is known that an ARIMA models assume that the data are
stationary. If data are not stationary, they are made stationary by performing
differencing. We calculate autocorrelation of the HIV/AIDS data to check whether the
data are stationary.

Table 4. Performance measures using ARIMA models for HIV/AIDS data

PERFORMANCE MEASURES

MODELS

RMSE MAE
ARIMA(LLT) 664.510 432.039
ARIMA(2.1.1) 687.290 420.387
ARIMA(3,1,3) 642.200 364.017
ARIMA(4.2,3) 680.721 380.767
ARIMA(7.1.3) 767.718 371.315

The result of performance measures with ARIMA model is shown in Table 4.
From Table 4, it 1s seen that the mimimum values of RMSE and MAE are obtained for
the ARIMA(3,1,3) model.

5.3 Neural Network Model

The MLP model is applied for HIV/AIDS time series prediction. The architecture
configurations with different numbers of input and hidden layer neurons are tested to
m:rmine the optimum setup. From the experimental results, it 1s found that the
neural network model with mput neurons, 12 hidden layer neurons and using
hyperbolic tangent activation functions for the hidden and output layers yields the
minimum values for RMSE and MAE. The result of performance measures with
Neural Network model is shown in Table 5.

Table 5. Performance measures using Neural Network models for HIV/AIDS data

. PERFORMANCE
;tl[;:l::E h%{?den. output) MEASURES
RMSE MAE

NN(6,10,1) 216.646 125.166
NN(6,11,1) 195.520 118.957
NN(6,12,1) 150.015 88.426
NN(7,12,1) 143.011 87.732
NN(8,12,1) 181.258 110.169
NN(7,14,1) 162.745 94.508

NN(8,14,1) 145.149 91.938
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5.4 ANFIS Model

The proposed ANFIS model to predict HIV/AIDS are tested using the time series of
HIV/AIDS data 1in the period 1990 to 2009. The ANFIS model 1s constructed using 20
training data. The number of rules used was 2 and the number of epochs used for
training was 1000. The proposed ANFIS model is tested using the procedure of Fig.4.
It is found that the optimum input lag and the corresponding RMSE were obtained as
2 and 84.698 respectively. And the value of MAE using ANFIS model with optimum
input lag and loutput (abbreviated as ANFIS (2, 1)) 1s 49.265. The values of RMSE
and MAE using ANFIS(3,1) model are obtained as 90.972 and 55.456 respectively.

6 Comparison of Models

The proposed ANFIS model 1s compared with known statistical and artificial
intelligence models such as neural network models based on the prediction
performances for the HIV/AIDS data. Fig. 5 shows a comparison of RMSE and MAE
values obtained using WMA, ARIMA, Neural Network and the proposed ANFIS(2,1)
models.

PERFORMANCE MEASURES
(new HIV/AIDS Cases)

OMAE = RMSE

49.265
ANFIS(2,1) &l 84.698

87.732
Neural Network 143.011

ARivA | ) <. -

l

T — T ——

/

Fig. 5. Comparison of performance measures

We note that the proposed ANFIS model (ANFIS(2,1)) gives the best results
compared to all other models.

The percentage rovements achieved by the proposed ANFIS with respect to
RMSE and MAE values by the ANFIS model over other models are presented in




12 gurwanm, C. Eswaran, and R. Logeswaran

Table 6. From this table, the proposed ANFIS model 1s able to achieve significant
performance improvements over other models for HIV/ AIDS time series prediction.

Table 6. Improvement achieved by proposed ANFIS model over the other models for
HIV/AIDS data

MODELS RMSE (%) MAE (%)
WMA 87.84 86.07
ARIMA 86.81 86.47
Neural Network 40.78 4385

7 Conclusion

This study has presented an improved ANFIS model for HIV/ AIDS time series
prediction. The mudiﬁeNFIS model has been tested using HIV/AIDS data for a
period of 20 years. The performance of the proposed model has been compared with
other models using measures such as RMSE and MAE. The experimental results
show that the improved ANFIS model using optimum input lag performs significantly
better than MA, WMA, ARIMA and neural network models. It can be concluded that
an improved ANFIS model is best suited for HIV/AIDS time series prediction.
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