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Abstract The need for improving the accuracy of time se-
ries prediction has motivated researchers to develop more ef-
ficient prediction models. The accuracy rates remng from
linear models such as linear regression (LR), exponential
smoothing (ES) and autoregressive inlcgraleﬂnoving aver-
age (ARIMA) are not high as they are poor in handling the
nonlinear time series data. Neural network mod
sidered to be better in handling such nonlinear time series
data. In the real-world problems, the time series con-
sist of complex linear and nonlinear patterns and 1t may be

re con-

difficult to obtain high prediction accuracy rates using only
linear or neural netw @models. Hybrid models which com-
bine both linear and neural network models can be used to
obtain high prediction accuracy rates. In this paper, we pro-
pose an enhanced hybrid model which indicates for a given
input data which choice is better between the two options,
namely, a linear-nonlinear combination or a nonlinear-linear
combination. The alppr()prie combination is selected based
on a linearity test of data. From the experimental results, it
is found that the proposed hybrid model comprising linear-
nonlinear combination performs better than other models for
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the data that have a linear relationship. On the contrary, the
hybrid model comprising nonlinear-linear combination per-
forms better than other models for the data that have a non-
linear relationship.
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ARIMA - Neural network - Enhanced hybrid method

1 Introduction

The accuracy of a prediction method depends on both the
model a] the complexity of the data and hence it is impor-
tant to choose the best model based on the complexity of
data. 32

Real-world time series data often contain both linear and
nonlinear patterns. As such, using only linear or only non-
linear models has limitations in handling the relationg$ips
among the data. Some of the popular models used in time
series prediction include autoregressive integrated moving
average (ARIMA) [1, 2], linear regression [3, 4], neural net-
works [5-7] and even hybrid models combining ARIMA
and neural network models in sc applications [8].

An enhanced hybrid method for time series prediction is
proposed in this paper. In this method, a linearity test is first
applied to decide whether the pattern of the input data is lin-
ear or nonlinear. Depending on the result, we then apply a
linear-nonlinear C(inali(m or a nonlinear-linear combina-
tion depending on whether the data has a linear or nonlinear
pattern. To illustrate the capabilities of the proposed method,
itis implemented for the prediction of morbidity of tubercu-
losis (MTB), birth and immigration. The proposed hybrid
method evaluates the performa@ggs of four linear models,
namely, linear regression (LR), exponential smoothing (ES,
single and double), and autoregressive integrated moving
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24

average (ARIMA), and ge;cls the best el for the input
data. Nonlinear prediction is undertaken using a multi-layer
perceptron (MLP) neural ork. The optimal configura-
tion of the MLP network is determined based on the input
data. a

The paper is organized as follows: Sect. 2 reviews the var-
ious models used in this work; Sect. 3 presents the proposed
enhancement procedure for time series prediction; Sect. 4
describes the data used in this work; Sect. 5 describes exper-
imental results; Sect. 6 provides the performance evaluation
of the different models; Sect. 7 contains the concluding re-
marks.

2 Models used

The models used in this worlgan be classified into three
groups, namely, linear models, neural network based models
and hybrid models.

The following are some of the popular linear models that
are used for prediction [9-11].

(i) Exponential smoothing (ES) models (Single ES and
Double ES)
(i1) ealr regression (LR) model
(1ii) Autoregressive integrated moving average (ARIMA)
model

30
The neural network model used in this work is the multi-

layer perceptron (MLP) network which is the most common
neural network model used in pl‘edict[& 12]. The MLP
networks are generally good at fitting non-line: e series
data. The advantage of MLP is the model can capture the
non-linear patterns of time series.

The time series prediction output (¥;) of the MLP is com-
puted as [12]:

q r
ye=Po+ Y Bi¥ (}fjo+zyjf,‘-‘r—i +e (1
j=l1 =1
where By, f1, ..., By are abias onj-th unit, y19, ..., Ygp
are the connections weights or parametd® of the MLP,

Yi—1s Yi—2, Yi-3,- .., Yr—p are actual data, p is the number
of input nodes, g is the number of hidden nodes and v (.) is
activation function. Several activation functions ¥ are com-
monly used in MLP. These include sigmoid, bipolar sigmoid
and hyperbolic tangent.
The linear models such as exponential smoothing (si

ES and double ES), linear regression (LR) and ARIMA and
neural network models have achieved success in their re-
spective linear and nonlinear domains. Linear models may
not yield accurate results for complex nonlinear problems,
and neural network models yielded mixed results in linear
problems [13, 14]. When the data is known to contain mixed
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linear and nonlinear characteristics, ()Q]en the characteris-
tics of the relationships is unknown, a hybrid methodology
[14, 15] that employs both linear and nonlinear modeling
capabilities would be more likely to achieve accurate pre-
diction resulls

In general, ime series data is composed of a linear auto-
correlation structure and a non-linear component as shown
below [14]:

yi=L+N (2)

where y; 1s the original time series data at time ¢, L; is the
linear component and N, represents the non-linear compo-
nent. The errors or residuals can be calculated using ARIMA
model [14]:

ey = '\'} — ir (3)

where e, is errors or residuals, f,, is the predicted value and
is computed using linear model. The error sequence e; is
then applied neural network to compute the predicted value
of the non-linear component N,

a The hybrid model for time series prediction is computed
as:

Y] =£r +Nlr (4)

where N, 1 1s the predicted value of N; and is computed using
the neural network with input the residuals.

3 The proposed enhancement method

The proposed enhancement procedure applies a linearity test
on the time series data and if the result is positive linear,
a linear-nonlinear hybrid (LNH) model is selected. On the
other hand, if the linearity test result is negative linear, a
nonlinear-linear hybrid (NLH) model is selected. Several
linear models are evaluated for identifying the best linear
model (BLM) and this model is used along with a mul-
tilayer perceptron neural network (MLP) in the LNH and
NLH models. To identify BLM, the performances of four
linear models, namely Exponential Smoothing (single and
double), Linear Regression and ARIMA are evaluated. In
other words, the LNH model uses BLM first followed by
MLP and the NLH model uses MLP first followed by BLM.
The proposed hybrid method is illustrated in the flowchart
shown in Fig. 1 which involves three steps as explained be-
low:

Step I: Preprocessing. Preprocessing is required to clean the
data (such as removing missing values and outliers in the
data).

Step II: Linearity test. We use Ramsey RESET test (regres-
sion equation specification error test) method for testing the
linearity of the data [16]. If the result of this test is positive
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linear, a LNH model will be selected. On the other hand, if
the result is negative linear, a NLH model will be used as
shown in Fig. 1.

The Procedure of the RESET test can be illustrated as
follows [16]:

(a) Make a regression y; on x;, suppose the model first es-
timated by:

vi=fr+¢é, where fi=p8x,1=1,2,....n (5)

(b) Add the linear model in (a), thereby the Eq. (5) be-
comes:

vi=fitorfl +- +azff 4+ v, wherek=2 (6)

(c) Test forgnctional form with an F test

e The null hypothesis (Hy: oz =--- =ay =0) 1s that
the correct specification is linear.
e The alternative hypothesis (Hy: a2 # - #ap #0) 18

the correct specification is non-linear.
The F-statistics is computed as:

(SSR, — SSBs) /(k — 1)
SSR;,;’(?) —k)

)]

F-statistics = Fig_j p—k—1) =

where SSR is the sum of squared residuals.
The Ramsey RESET test result obtained as follows:

e [f the F-statistics is greater than the F-critical value, then
we reject the null hypothesis. It means that the true spec-
ification is non-linear (negative linear).

o If the F-statistics 1s less than the F-critical value, then we
are unable to reject the null hypothesis. The result sug-
gests that the true specification is linear (positive linear).

If the linearity test yields positive linear result, the fol-
lowing steps are used.

Step IIL(A): Apply the Hybrid model with linear-nonlinear
combination. In this step, there are four phases as explained

below:
e Phase I Select the best linear model. Based on the time

series data, linear models are first used to predict the lin-
ear component Li. Comparing the performance results of
the four linear model amely, ES (single and double),
linear regression (LR) and autoregressive integrated mov-
ing average (ARIMA) models, the best model is selected.
We compute time series prediction (L) using different
weights for ES (single and double) models. Whereas for
the ARIMA model, we calculate time series prediction us-
ing different pammers, The performance measures used
in this phase are root mean square emor, mean absolute
error and mean absolute percentage error.

e Phase II: Compute the residual. The residual or error se-
ries ¢; 1s obtained using Eq. (3).

s Phase III: Neural network model. The residuals obtained
in Phase II are applied to a neural network model (MLP)
to determine N; as shown in Eq. (1). To obtain the op-
timum architecture configuration for MLP, different val-
ues of input and hidden layer neurons as well as different
activation functions such as hyperbolic tangent, bipolar
sigmoid and sigmoid functions are tested. The neural net-
work model for the residuals (errors) will be computed
as:

H m

fle)=po+ ﬁ;w(mwzwf) (®)

i= =1
where m: number of input nodes, H: number of hidden
layers. The forecast in Eq. (8) denote as \

e Phase IV: Combining the best linear and neural network
models. In this phase, we combine the best linear model
result (phase I) and the optimum neural network result
(phase III) to get the overall prediction of the hybrid
model as shown in Eq. (4).

If the linearity test yields a negative result, the following
steps are used.

Step IIL(B): Hybrid m()(mmﬁnem'-finem' combination).
In this step, the input data is first applied to the neural
network model (MLP) to calculate }if,, and the residual ¢,
which is applied to the best linear model to obtain L. The
final prediction result is obtained as ¥, = N{, + I:,,,

4 Data used

Four%a sets are used in this study for evaluating the perfor-
mance of the proposed enhanced hybrid model. The first and
second data is related to morbidity. The morbidity of tuber-
culosis in Indonesia (MTB-I) data and morbidity of tuber-
culosis in Zambia (MTB-Z) data were collected from World
Health Organization (WHO) [17]. Morbidity refers to the
total number of people who suffer a certain disease, such as
Malaria, Tuberculosis. The MTB-I during the period 1990-
2007 and MTB-Z during the period 1990-2007 are used in
study. The data set for the years (1990-2005) are used
for training and the data set for the years (2006-2007) are
used for testing.

The @FAd data used is the monthly New York City birth
(NYB) data for the period from January-1946 to December-
1959 [18]. NYB data comprises data points. For data
analysis, the first 158 data points are used for training and
the remaining 10 data points are used for testing.

The fourth data pertains to the annual immigration into
the United States (AIUS) fnm 1820 to 1962, with 143 data
points [18]. The first 135 data points are used for training
and the remaining 8 data points are used for testing.

The descriptive statistics of the four data sets such as
the minimum, maximum, mean and standard deviation are
shown in Table 1.
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Fig.1 Flowchart of an
Enhanced Hybrid Method
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Table 1 Descriptive statistics of the four data sets

Name Min Max Mean Std. Dev.
MTB-1 244.2 4428 336.1 64.5
MTB-Z 297.0 652.0 5359 100.0
NYB 20.0 30.0 25.06 232
AIUS 6.354 BT8.587 253.669 218.192

5 Experimental results

In this work, all of the model such as exponential smoothing
(single and double), linear regression, ARIMA, neural net-
work and proposed hybrid models are employed to predict
the time series data. Three performance mcmres are used in
determining prediction efficiency, namely root mean square
error (RMSE), mean absolute error (MAE) and mean abso-
lute percentage error (MAPE). These measures have been
used by many researchers to compare the accuracy of their
models with other known models [8m 20].

The first performance measure is root mean square error
(RMSE), which is used to compare to predict value with ac-
tual value. The RMSE is computed as:

%SE = \/72@{})' — )y (9)
n

The second performance measure is mean absolute error
(MAE). The MAE is defined as:

n_ ¥, — }";
mag = 2= 1% = Yl (10)

n

And then, the third performance measure is mean absolute

percentage error (MAPE), a measure of relative overall fit-

ness. This performance measure is defined as:
AL AT

=1 Y,

MAPE = (11)

n
n:rc f’, is the predict value, ¥; is the actual value and n is
the number of observations.

5.1 Results obtained using data with linear pattern

n this section, we test the performance of the proposed
model based on the four set’s data. For linearity test, we ap-
ply Ramsey RESET test and it yields a positive linear result
for MTB-I and NYB data. Hence the linear-nonlinear com-
bination (left hand side of the flowchart shown in Fig. 1) is
selected. The steps involved in computing the prediction re-
sult () for MTB-I and NYB data are explained below. To
determine the best linear model, the performance measures
(MAE, RMSE and MAPE) are obtained for different linear
models.

Table 2 Performance measures using Exponential Smoothing (ES) for
MTB-I data

Models Performance measures
MTB- I data
MAE RMSE MAPE
Single ES 0.20 39.27 42.49 12.84
() 0.40 24.31 25.70 T7.62
(.60 17.65 18.86 542
.80 14.56 15.42 4.40
1.00 12.59 13.54 3.75
1.30 11.67 13.39 3.22
1.50 10.00 12.56 290
1.60) 10.15 13.06 290
Double ES 3.27 6.09 1.14
Table 3 Performance measures using Linear Regression
Performance measures Values
MAE 316
MAPE 1.11
RMSE 538

5.1.1 Results for MTB-I data

The results of performance measures obtained for MTB-1
data using ES models are shown in Table 2. We compute
prediction using single ES models with different weights of
smoothing () and Double ES.

From Table 2, it is seen that the performance measures
(MAE, RMSE and MAPE) of the Double ES model are
lower than those of other models.

The values of the performance measures obtained with
LR model for MTB-I data are shown in Table 3.

Autore sive integrated moving average( ARIMA) mod-
the data is stationary. If data is not stationary,
it is made stationary by performing differencing. We com-
pute autocorrelation of the MTB-I data to check whether the
data 1s stationary.

els assume

From Fig. 2(a), it is seen that there is a blue bar that
goes beyond the red line, indicating that differencing pro-
cess needs to be done. Autocorrelation function for MTB-1
data after performing differencing process one time is shown
in Fig. 2(b) and there is no blue bar that goes beyond the red
line (stationary data).

Subsequently, we compute prediction using ARIMA
models with different parameter (p.d,q) values with d

1 to 1. Table 4 shows that the performance measures
(MAE, RMSE and MAPE) of the ARIMA (2, 1, 2) are the
lowest for MTB-I data.

@ Springer




516 Purwanto et al.

1.0 ;':

0.8 v
_: 0.6 E 0.6
5 04 % :-;
: 0'2 I I : ) l A I L A l
< o0 L. ST T
202 U l ] I I | T 502
2 0.4 e z:
E 3 -0.
< ::: < 038

0.1 01

1 2 3 4 5 6 7 8 9 10 11 12 13 14 1516 17 18 1 2 3 4 5 6 7 8 9 10 11 12 13 14 1516 17 18
Lag Lag
(a) Preliminary data (b) After differencing one time

Fig.2 Autocorrelation function for MTB-I data

Table 4 Performance measures using ARIMA models

Table 5 Performance measures using Neural Network models for
residual of MTB-I data

Models Performance measures

MTB-I data

MAE RMSE MAPE
ARIMA(1,1,0) 3.03 486 1.04
ARIMA(0,1,1) 2.77 448 0.94
ARIMA(0,1,2) 54.58 64.51 17.03
ARIMA(1,1,2) 2.89 4.67 0.97
ARIMAZ,1.1) 2.57 4.51 0.90
ARIMA(2,1,0) 2.89 497 0.99
ARIMAZ2,1.2) 2.55 4.43 090
ARIMA(Z2,1,3) 2.59 4.68 0.92
ARIMA(3,1,1) 2.91 4.67 1.00

Models Activation function Performance measures
MAE RMSE MAPE

NN(3,10,1) Hyperbolic tangent 08548 1.1025 55.1098
NN(4,10,1) Sigmoid 31471 42886 101.5324
NN(5,10,1) Bipolar sigmoid 31327 36383 122.1917
NN(5,10,1) Sigmoid 32108 42139 OR.(415
NN(5,10,1) Hyperbolic tangent 03360 04233 522965
NN(6,10,1) Bipolar sigmoid 1.1555 L6783 109.0282
NN(6,10,1) Sigmoid 34570 44844 1162814
NN(6,10,1) Hyperbolic tangent 03946 05341  72.7637
NN{51L1) Hyperbolic tangent 06320 09220  68.4032

From Tables 2, 3 and 4, it is found that the best linear
model for MTB-I data is ARIMA(2,1,2). Using this model,
the prediction estimate f,, and the residuals e, = y; — f., are
obtained. To obtain the prmed value of ¢, (i.e. f\\’,), the
residual series e; is applied to a neural network model.

To determine the optimum configuration for the MLP
network, different values of input and hidden layer neurons
are tested. Similarly, different activation functions such as
hyperbolic tangent, bipolar sigmoid and sigmoid functions
are also tested.

The performance results mained for the residual series
¢; of MTB-I data is shown in Table 5. From Table 5, it is
found that the optimum neural network model has 5 input
neurons, 10 hidden layer neurons and one output neuron
(in amvialed form, NN(5,10,1)) and uses hyperbolic tan-
gent activation functions for the hidden and output layers
yielding the minimum values of MAE, MAP! RMSE.
The optimum neural network configuration 1s shown in
Fig. 3. The proposed hybrid model combines the best linear
model, namely ARIMA(2,1,2) and neural network, namely

@ Springer

Table 6 Performance measures obtained using the LNH model for
MTB-I data

Performance measures Values
MAE 0.34
MAPE 0.11
RMSE 0.18

NN(5,10,1). The performance measures using proposed hy-
brid model for MTB-I data are shown in Table 6.
To determine the consistency of the proposed model, dif-
ferent training and testing windows for MTB-I data are used.
MTB-I data set for the years (1990-2004) are employed
for training and the remaining data (2005-2007) are used for
testing. In this case also, the linearity test, namely, Ramsey
RESET test yields a positive linear result as obtained for the
window employed earlier, thus confirming the consistency
of the model.
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Fig. 3 The architecture configuration of neural network for residual of
MTB-I data

Table 7 Performance measures using linear models for NYB data

Models Performance measures

MAE RMSE MAPE
Linear regression 1.16 1.45 4.73
Single ES 1.01 1.27 4.08
Doubble ES 1.07 1.39 4.33
ARIMA (4,1,3) 0.86 L1 349

5.1.2 Results for NYB data

The proposed hybrid model is also applied for NYB data.
The comparis f performance measures using linear mod-
els for NYB data are shown in Table 7. From Table 7, the
minimemalues of performance measures is ARIMAA(4,],3)
model. The model is used for time series prediction (L;) and
the residuals e; = v, — f., are obtained. To oblailﬂe pre-
dicted value of ¢ (i.e. AAG), the residual series e¢; are used
as input and applied to a neural network model. The opti-
mum configuration using neural network model has 30 in-
put neurons, 15 hidden layer neurons and one output neuron
(NN(30,15,1)) and uses hyperbolic tangent activation func-
tions for the hidden. The performance measures using pro-

Table 8 Performance measures obtained using the LNH model
(ARIMA(4,1,3) and NN(30,15,1)) for NYB data

Performance measures Values
MAE 0.259
MAPE 1.037
RMSE 0314

Table 9 Performance measures using neural network models for
MTB-Z data

Models Activation function Performance measures
MAE RMSE MAPE

NN(5,10,1) Hyperbolic tangent 8.58 10.55 1.65
NN(6,10,1) Hyperbolic tangent 8.32 10.34 1.50
NN(7,10,1) Hyperbolic tangent 6.23 8.16 1.03
NN(8,10,1) Hyperbolic tangent 9.30 11.23 1.54
NN(7.10,1) Bipolar sigmoid 11.04 12.60 183
NN(7.10,1) Sigmoid 2977 39.37 5.18
NN(7.9.1) Hyperbolic tangent T.11 .87 1.17
NN(T.IL1) Hyperbolic tangent 6.76 8.56 1.12

posed hybrid modemmbining ARIMA(4,1,3) model and
NN(30,15.1) model for the NYB data are given in Table 8.

5.2 Results obtained using data with nonlinear pattern

For MTB-Z and AIUS data, since the linearity test yields
a negative result, we use nonlinear-linear combination in
the hybrid model (right hand si
in Fig. 1). Based on Fig. 1, the
neural network model to predict N,

f the flowchart shown
ata is first applied to the

5.2.1 Results for MTB-Z data

To obtain the optimum configuration of the neural network
model, different values of input and hidden layer neurons as
well as different activation functions are tested. The results
are shown in Table 9. The optimum neural network config-
uration for MTB-Z is obtained as NN(7,10,1). Using this
model, we get the predicted values N, and then we compute
the residual values e, = v, — }i},,

The residual values e; are then applied to the best lin-
ear model to get time series prediction (f,,), From the ex-
perimental results, it is found that the best linear model for
residual of MTB-Z data is ARIMA(3,1.1).

The performance measures achieved for the MTB-Z data
based on proposed hybrid model combining NN(7,10,1)
model and ARIMA(3,1,1) model are given in Table 10.
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Table 10 Performance measures using NLH model for MTB-Z data

Performance measures Values
MAE 3.7197
MAPE 0.6179
RMSE 4.8561

Table 11 Performance measures using NLH (NN(20,151) +
ARIMA(6,1,14)) model for AIUS data

Performance measures Values
MAE 20600
MAPE 200074
RMSE 40.107

5.2.2 Results for AIUS data

For AIUS data, it is found that the optimum configuration
of the neural network model 1s NN(20,15,1). This model
determines the predicted values N; first and then computes
the residual values e, = y; — N,, The error or residual val-
ues ¢, are then applied to the best linear model, namely
ARIMA(6.1,14) to get time series prediction (I:,)‘ The pro-
posed hybrid 1pggel combining NN(20,15,1) model and
ARIMA(6.1.4) model is aj to get time series predic-
tion for the AIUS data. The performance measures using the
proposed hybrid model for the ATUS data are shown in Ta-
ble 11.

6 Comparison of models

The proposed hybrid model is compared with known lin-
ear and neural network models based on the prediction per-
formances for the linear (MTB-I and NYB) and n(mlmlr
(MTB-Z and ATUS) data. As shown before, for MTB-I data,
the best linear model is ARIMA(2,1,2) and the optimum
neural network configuration is NN(5,10,1). Table 12 shows
a comparison of MAE, MAPE and RMSE values obtained
using ARIMA(2,1,2), NN(5,10,1) and the proposed hybrid
LNH and NLH models. We note from Table 12 that the hy-
brid model LNH combining ARIMA(2,1,2) and NN(5,10.1)
gives the best results compared to all other models for MTB-
I data which has a linear pattern.

For NYB data (linear pattern), the best linear model is
ARIMA(4,1,3) and the optimum neural network configura-
tion is NN(30,15.1). Hence, the hybrid model LNH com-
bines ARIMA(4,1,3) model with NN(30.15,1) model. The
comparison of MAE, MAPE and RMSE values obtained
using individual models and the proposed hybrid model is
shown in Table 13.
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Table 12 Comparison of performance measures using individual and
hybrid model for MTB-I data

Models Performance measures

MAE RMSE MAPE
ARIMA(2,1.2) (BLM) 3.383 4.633 1384
NN(5,10,1) 10.246 10.748 4342
LNH{ARIMA(2,1,2)4+NN(5,10,1)) 2234 2.765 0912
NLH{NN{5, 10, 1)+ARIMA(2,1.2)) B.630 9.105 3504

Table 13 Comparison of performance measures using individual and
hybrid model for NYB data

Models Performance measures
MAE RMSE MAPE
ARIMA(4,1.3) (BLM) 1.398 1.581 4.945
NN(30,15.1) 0.967 1.251 3.589
LNH (ARIMA(4,1,3)4+NN(30,15,1)) 0.965 1.227 3427
NLH (NN(30,15,1)+ ARIMA(4.1.3)) 1.020 1.502 3.836

Table 14 Improvement achieved by proposed LNH model over the
other models for MTB-I data

Models MAE (%) RMSE (%) MAPE (%)
ARIMA(2,1.2) (BLM) 33.95 40.31 34.13
NN(5,10,1) 78.19 74.27 79.00
NLH 74.11 69.63 73.98

From Table 13, the hybrid model combining ARIMA(4,
1,3) and NN(30,15,1) gives the best results for NYB data
which also has a linear pattern. 59

The improvements achieved with respect to MAE, RMSE,
and MAPE values by the LNH model over other modelgfmr
MTB-I data are shown in Table 14. Thus, it is shown that
the proposed hybrid model LNH is able to achieve signif-
icant performance improvement over the other models for
data with linear pattern.

Next, we make a comparison of the different mod-
els based on MTB-Z data which has a nonlinear pat-
tern. For this data, the o um neural network configu-
ration is NN(7,10,1) and the best lincar model is found
to be ARIMA(3,1,1). The hybrid model NLH combines
NN(7,10,1) model with ARIMA(3,1,1) model. The perfor-
mance measures of the different models are shown in Ta-
ble 15. From this table, it is seen that the best results are
achieved by the NLH model for nonlinear pattern.

For AIUS data which has a nonlinear pattern, the hybrid
model NLH combines NN(20,15,1) model with ARIMA(6,
1.4) model. The comparison of performance measures us-
ing individual and hybrid models for AIUS data is given Ta-
ble 16.
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Table 15 Comparison of performance measures using individual and
hybrid model for MTB-Z

Models Performance measures

MAE RMSE MAPE
ARIMA(3.1.1) (BLM) 39.748 41.082 T.638
NN(7,10,1) 28.474 33.977 5.554
NLH(NN(7,10,1)+ARIMA(3,1,1)) 17.533 19.840 3404
LNH (ARIMA(3,1,1)4+NN(7.10,1)) 70.967 T1.571 13.568

Table 16 Comparison of performance measures using individual and
hybrid model for AIUS data

Models Performance measures
MAE RMSE MAPE
ARIMA(6,1,14) (BLM) 50.184 58997 17585
NN(20,15.1) 46943 54746 17419
NLH (NN{20,15,1)+ARIMA(6,1,14)) 39863 51.822 13820
LNH (ARIMA(6,1,14)4NN(20,15,1)) 73918 82710 26.141

Table 17 Improvement achieved by proposed NLH model over the
other models for MTB-Z data

Models MAE (%) RMSE (%) MAPE (%)
ARIMA(3.1.1) (BLM) 55.89 5171 55.43
NN(7,10,1) 38.42 4161 38.71
LNH 75.29 7228 74.91

From Table 16, it is seen that NLH model yields the min-
imum values of MAE, MAPE and RMSE for nonlinear pat-
tern.

Table 17 shows the improvement achieved by the NLH
over other models for MTB-Z data. From Table 17, it 1s
clear that for data with nonlinear pattern, the proposed NLH
model achieves significant performance improvement over
other models.

7 Conclusion

This paper has discussed @nhanccmcnt method of hybrid
models for the prediction of time series data. It is shown that
applying appropriate hybrid combination (linear-nonlinear
or nonlinear-linear) is important depending on the pattern
of data. The proposed hybrid method will first test the lin-
earity of the time series data to determine which hybrid
combination, namely, linear-nonlinear or nonlinear-linear
should be used for prediction. Four different types off@lata
have been used to test the proposed hybrid method. From
the experimental results, it has been found that the hybrid
model (LNH) comprising linear-nonlinear combination out
performs other models for data that have a linear pattern.
On the other hand, for data with nonlinear pattern, the hy-
brid model (NLH) comprising nonlinear-linear combination

performs better than the other models. In both the cases, a
significant performance improvement has been achieved by
the proposed models compared to other known linear and
nonlinear models.
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