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Forecasting of time series data such as fertility, morbidity and mortality rates is important for healthcare
managers as these data serve as health indicators of a society. Accurate forecasting of these data based on
past values helps the Wlthcare managers in taking appropriate decisions for avoiding possible calamity
situations. Healthcare time series data consist of complex linear and nonlinear patterns and y be dif-
ficult to obtain high forecasting accuracy rates using only linear or neural network models. In this paper,
‘we present a dual hybrid forecasting model based| ft computing technology. The proposed method
makes use of a combination of linear regression, neural network and fuzzy models. The inputs to the
fuzzy model are the forecast values of healthcare time series data. Based on a set of rules, the fuzzy model
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yields a qualitative output which is useful for decision making

althcare management.
012 Elsevier Ltd. All rights reserved.

1. Introduction

Many organizations conduct forecasting to anticipate changes
in their environment. In practice, managers use the results of fore-
casting for strategic policy decisions. The forecaster provides pre-
dictive information of prediction for decision making with the
goal of reducing the level of uncertainty in the future [1]. Forecast-
ing is an integral part of the decision making activities. The need
for forecasting increases in line with management efforts to reduce
the dependence on situations which are uncertain [2].

Time series forecasting in healthcare such as fertility, morbidity
and mortality rates is important for healthcare managers as these
data serve as health indicators of a society. The forecasting of
healthcare assumes importance for health departments since a
good and accurate forecasting is vehelpful in devising appropri-
ate action plans. Healthcare data consist of complex linear and
nonlinear patterns and it may be difficult to obtain high forecasting
accuracy rates using only linear or neural network models. Accu-
rate forecasting of these data based on past values helps the
healthcare managers in taking appropriate decisions for avoiding
possible calamity situations.
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%ees forecasting has been employed in various applica-
@’IS to predict the future value using the past time series data.
tatistical m such as weighted moving average, linear regres-
sion (LR} and autoregressive integrated moving average [ARIMA)
have been used for prediction in various fields [3-6]. Soft comput-
ing techniques such as neural network models have been also used
for forecasting in many applications [7-13]. LR models have limita-
tions and they do not yield accurate prediction results [6], ARIMA
models also have limitations to handle data with nonlinear pat-
terns [7,12]. Though neural networlk models yield good results
for nonlinear data, they are shown to yield mixed results for linear
data [14].

The accuracy of prediction depends not only on the model but
also on the characteristics of data. The prediction models proposed
in [5] make use of fixed linear models for all types of data without
considering the characteristics of the data. Similarly the neural net-
work based prediction models reported in [13] do not optimize the
networlk configuration based on the characteristics of data.

Forecasting models alone are not sufficient for decision making.
In order to build a decision making system which gives the appro-
priate action plan based on the predicted data, the prediction mod-
el should be combined with fuzzy logic model. The rules used in
the fuzzy logic model should be obtained from domain knowledge
experts.

This paper focuses on dual hybrid model which can be used as a
decision support system in healthcare applications. In dual hybrid
model, we combine linear regression and neural network models
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mmprove prediction accuracy and then based on the prediction
results are applied to fuzzy logic to obtain a decision support
syqEam.
e propose a dual hybrid model for support of decision making,.
This model makes use of a hybrid model for forecasting and a fuzzy
logic model for support of decision making. The inputs to the fuzzy
model are the forecast values of three types of healthcare time ser-
ies data, namely, mortality, morbidity and fertility. Based on a set
of rules, the fuzzy model yields a qualitative output which is useful
for decision making in healthcare management.
The healthcare data pertaining to the rates of mortality, morbid-
@and fertility are collected from sources such as Indonesian
ealth Profile (Ministry of Health Republic of Indonesia) and World
Health Organization (WHO) for the period from 1995 to 2008. In
the first stage, these data are input to the prediction model to ob-
tain the expected rates for mortality, morbidity and fertility for the
year 2009. In the second stage, we use fuzzy logic to obtain two
types of criteria, namely ‘good’ or ‘bad’. The determination of the
type of criteria will be based on several fuzzy rules which are for-
mulated by experts. The predicted rates for mortality, morbidity
and fertility for the year 2009 which are the outputs of the predic-
tion model in the first stage will form the basis for the formulation
of the fuzzy rules. In third stage, we make use of a decision logic
system to obtain appropriate action plan based on the output of
the fuzzy logic system used in the second stage. The suggested ac-
tions from the decision logic system may include actions such as
vaﬁtion for couples, and pregnant women.
his paper is organized as follows. In the next section, we de-
scribe the related work. Section 3 presents the concepts of linear
regression, neural networl, | id and the various measures used
for performance evaluation. Section 4 describes the methodology
of the proposed d ybrid model. Section 5 describes the empir-
ical evaluation. In this section, the experiment results obtained by
using the proposed du brid forecasting model for the health-
care data are presented. Section 6 contains the concluding remarks.

2. Related work

Zl]alm4] has reported that statisticmodels such as ARIMA
models are not efficient in handling data with nonlinear patterns.
On the other hand, it has been reported many researchers that
though neural network models can handle nonlinear data effi-
ciently, it yields mixed results in handling data with linear patterns
[12,14].

Support vector machine (SVM) models have been also used for
prediction in many applications. The SVM models have advantages
such as existence of a global optimal solution, elimination of over-
training, efficient calculation of nonlinear solutions [15]. Besides
the advantages, the SVM models also have disadvantages, such as
higher computation time to obtain optimum parameter values
compared to ARMA model and difficulty in applying for large scale
problems [16,17].

Thissen et al. [ 15] have reported that the ARMA model performs
better for simulated ARMA data set compared to SVM model and
for real-world dataset both Al and SVM models yield similar
results. In [18], it is reported that the prediction accuracy of the
LS-SVM 1 | is similar to that of ANN model for quantum chem-
istry data. For the prediction of virological response to combination
of HIV therapy and for the prediction of financial time series data,
the performance of model was found to be superior to that of
ANN model. [19,20]. On the other hand, the ANN model was found
to be superior comp the SVM model for defect prediction in
hot strip rolling [21]. Based on these results, we can conclude that
the performances of these models vary depending on the type of
data.

n l-world, time series data are often very complex com-
prising both linear and nonlinear patterns. It is difficult to obtain
high prediction accuracy by using only statistical or neural net-
‘k models. Hybrid models that combine both statistical and
neural network models can[gE#xpected to improve the forecasting
accuracy rates. The hybrid models have been u for univariate
time series prediction in many applications and it was found that
the hybrid model yield more accurate prediction results compared
to individual models [14,21-23].

Neuro-fuzzy models have been used in various applications
such as forecasting of water level in reservoir, weather forecasting,
WIMAX traffic forecasting and stock market forecasting [24-26].
Woodside et al. have used neuro-fuzzy model for healthcare claim
payment processing [27]. Neuro-fuzzy model has also been used in
other healthcare applications such as prediction of psychosomatic
disorders [28], modeling of breast cancer survival [29], and medical
application [30].

Several methods based on fuzzy logic have been reported for
applications such as demand forecasting and medical decision
making [31,32]. A combination of stochastic dynamic model and
fuzzy logic has been used to determine the degree of severity of
event [33].

3. Time series forecasting models

It is known that the data arising out of many phenomena are
nonlinear in nature. In other words, there existp nonlinear rela-
tionship between the past and the present data. In such situations,
the linear time series forecasting models are inadequate and as a
consequence nonlinear time series models such as neural networks
have received reat deal of attention in the last few years. In
healthcare, the time series data consist of complex linear and non-
linear patterns. [t may be difficult to obtain high prediction accu-
racy rates using only linear or only neural network models.
Hence, hybrid models which combine both linear and neural net-
work models can be used to obtain high prediction accuracy rates.

@ Linear regression model

Linear regression model l statistical technique that has been
applied in various fields. The model is one of the most commonly
used methods for forecasting [34,35]. The re| sion model de-
scribes the mean of the normally distributed dependent variable
y as a function of the predictor or independent variable x [34]:

Yo=fo+ X + & (1)

where y, is the value of the response or dependent variable from the
tth pair, fip and §; are the two unknown parameters, x, is the value
of the independent variable from the tth pair, and & is a random er-
ror terifz)!

The estimated values of the regression model are calculated as
[35]:

}-"[:bu+b1x[ (2)

where by is the intercept and b, is slope parameter.
3.2, Neural network model

There are many nonﬁnemmdeis that can be used for forecast-
ing. One of the models is neural network model. The motivation
using neural network for forecasting is based on the fact that the
model has capable in handling the nonlinear relationships among
the data [36]. Neural network models have had considerable suc-
cess in the nonlinear domains. The output value of a multilayer
back propagation neural network is computed as [36]:
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H n
YX) =g+ Py (};U - Z};.X.) 3)
=1 =1

where (fo, f1.-- .Pu V1ov- -2 Yun) are the weights or parameters of
the neural network. The non-linearity enters into the function
Y(x) through the so called activation function .

The activation functions i+ used in this paper is a hyperbolic
tangent function which is defined as [37]:

e L e e \
(x) = tan h(x) = Frer (4)

3.3. Hybrid model for forecasting

In the real problem, the time series data consist of complex lin-
ear and nonlinear patterns. The accuracy rates obtained using lin-
ear models may not be high as they have limitations in handling
the nonlinear relationships among the data. Neural network mod-
els are considered to be better in handling such nonlinear
relationships.

In general, the time series data is composed of a linear autocor-
relation structure and a nonlinear component, given by [14]:

=L +N, (5)
%ere L; and N, represent the linear and nonlinear components
respectively.

In this paper, we use linear regression as the linear model to
predict the linear component L. The residual or error series e, ob-
tained from the linear model contains information on the non-lin-
earity of the series, given by:

e =Y — El (6)
e is then applied to a neural network model to obtain the predicted
output N, which is combined with L, to get the overall prediction of
the hybrid model, given by [14]:

Y= I( + N’[ (7)
where y, represents the combined forecast value of the hybrid mod-
el at time t.

34. Performance measures

The prediction or forecasting models are evaluated in terms of
their ability to forecast the future values. Several measures are
used in comparing the fi asting performances of different mod-
els in this study, namely Root Mean Square Error (RMSE) and mean

absolute error (MAE).
The MAE measure is computed as follows [38]:

MAE — 2=t /Yo = Vel ";‘ — Vel 8)

The RMSE is computed as follows [38,39]:

9)

4. Proposed dual hybrid methodology

The dual hybrid methodology proposed in the work consists of
four steps as shown in Fig. 1.

(mortality-27)

Ungegiun | MOTEALILY) = 4= .
Htedium 0 otherwise

The steps of dual hybrid methodology al‘e%cribed as follows:

Step 1. The time series data such as mortality, morbidity and fer-
tility from healthcare are retrieved from the healthcare database.
In this step, we will check all datasets to find whether there is
any missing and outlier values. Any missing value in the data set
is replaced with the average value of the variable concerned. And
to test whether any data in the data set is an outlier, we use the
standardized score Z, is calculated as:

z =X—X

q . (10)
where x is the value of variable, X is the mean of x and 5, is the stan-
dard deviation of x.

The data value is considered as an outlier if Z,> +2.5 or
Z, < —2.5 with 5% significance level (95% confidence level). If the
dataset has outliers, @#8n the outlier data will be removed.

Step 2. A hybrid model is used for time series forecasting in
healthcare. We use the hybrid model which combines LR and neu-
ral network models. LR model is used to@#gdict the linear compo-
nent and the residuals are applied to a neural network model to
obtain the predicted the nonlinear component. The combination
of both these models characterizes the hybrid model denoted as
LRNN model (Linear Regression and Neural Network). The hybrid
model is used for time series prediction using mortality, morbidity
and fertility datasets. The prediction results of these three vari-
ables are stored in memory and then they are used as inputs to
the fuzzy logic model.

Step 3. Fuzzy 1@3c contributes to decision making. The fuzzy
Pﬂlel makes use of the predicted time series data pertaining to

hree types of healthcare time series data, namely, mortality, mor-
bidity and fertility. The Fuzzy system is designed using a set of
rules with the Mamdani approach. The processes involved in the
design are follows:

4.1. Fuzzification

Fuzzification of the input and output variables is performed by
considering convenient linguistic subsets using membership func-

ns. This phase takes the crisp inputs and determines the degree

0 which these inputs belong to each appropriate fuzzy set.

Fuzzy healthcare data, such as mortality, morbidity and fertility
can be defined using fuzzy concepts. In this case, the input variables
(mortality, morbidity and fertility) are categorized into three fuzzy
sets, namely, “High", “Medium" and “Low". Eachvariable is grouped
into one of these fuzzy sets based on the membership function.

The Linguistic values are assigned for each input as “Low”,
“Medium" and “High" while the two possible values for the output
criteria variable are termed as: “Bad” and “Good". The linguistic
variables and their ranges are shown in Table 1. For mortality var-
iable, the range of universe of discourse is [0-70], which means
that the minimum and maximum values of mortality are equal
to 0 and 70 respectively. The Domain term used in column 5 of Ta-
ble 1 contains the parameter values corresponding to L function
and triangular fuzzy number used for defining the fuzzy sets. For
the three input variables, L function is used for “Low" and "“High"
fuzzy sets and triangular fuzzy number is used for “Medium” fuzzy
set [40]. For example, the membership function for the input var-
iable mortality is defined as follows:

o Mortality)
{ 1 mortality < 16frac(42 — mortality)(42 — 16)16 < mortality < 42
~ 10 mortality =42

27 < mortality < 42frac(57 — mortality)(57 — 42)42 < mortality < 57
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TIME SERIES DATA Healthcare I
I Xe = {X1, K2y ey X} Database |
STEP 1

r y, =L +N,
h
LINEAR REGRESSION
MODEL
il

, , N
Vi é_ ¢, =, - L, | Residual:
i’ e ={e, ey, ..., e

{ ]

NEURAL NETWORK MODEL

STEP 2

STEP 3

Fig. 1. The methodology of dual hybrid model.
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1, (mortality) =
Hign( y) { 1 mortality > 68

It is to be noted that the values of parameters in L function and
triangular fuzzy number are determined by expert's knowledge.
For the output variable “criteria”, the range of universe of discourse
is [0-100]. The membership function for “criteria” is determined as
follows:

iteria) —
Ha (CTIEETI) { 1 criteria > 60

. iteria) = N
Huea criteria) {] criteria > 90

4.2, Construction of fuzzy IF-THEN rules

In this phase, we construct fuzzy [F-THEN rules based on the
expert knowledge infider to model the problem. The fuzzified in-
puts are constructed to the anteced@s of the fuzzy [F-THEN rules.
The fuzzy ""AND" operation is used to evaluate the conjunction of
the rule antecedents. In this work, we have formulated 27 fuzzy

Table 1
Linguistic variables and ranges.
Function WVariable Fuzzy Universe of Domain
discourse
Input Mortality g [0-70] [0016 42
Medium [274257]
High [42687070]
Morbidity Low [0-500] [00166 308]
Medium [225308390]
High [308448500500]
Fertility Low [0-40] [0017 21]
Medium [172126]
High [21264040]
Qutput Criteria Bad [0-100] [001060]
Good [4090100100]

0 mortality < 42frac(68 — mortality)(68 — 42)42 < mortality < 68

[F<THEN rules which were derived by mapping the three inputs
to one output by using the fuzzy “AND" operation. The construc-
p of the fuzzy rules with all the possible permutations of rules

ased on the three antecedents, Low (L), Medium (M) and High
(H), and the two criteria Bad (B) and Good (G}, are shown in
Fig. 2. Some examples of fuzzy rules are given below:

0 criteria < 10frac(60 — criteria)(60 — 10)10 < criteria < 60

0 criteria < 40frac(90 — criteria) (90 — 40140 < criteria < 90

(a) If Mortality Low AND Morbidity is Low AND Fertility is
High then Criteria is Bad.

(b) If Mortality is Low AND Morbidity is Medium AND Fertility is
High then Criteria is Bad.

(c) If Mortality is Medium AND Morbidity is Low AND Fertility is
Low then Criteria is Good.

4.3. Aggregation of the rule outputs

In this phase, we take the membership functions of 27 rules
consequents previously scaled and combine them intoa single fuz-
zy set.

4.4. Defuzzification

The resulting fuzzy set requires defuz: tion to arrive at a
crisp value for final use. The input for the defuzzification process
is the aggregated output fuzzy set and the output is a number. This
step was performed using the gravity center technique [26]. The
crisp output of the inference engine in the fuzzy model is used in
the criteria curve to obtain the type of fuzzy criterion, namely,
“Good" or “Bad”. This will be the final output from stage 3
in Fig. 1. For example, if the values for mortality, morbidity and

Root

Fig. 2. The construction fuzzy rules,
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Table 2

Descriptive statistics of IMR, CBR and MTB data in Indonesia (1995-2008).
Data Min Max Mean Std. dev. Variance
CBR 1924 24.06 2185 1.53 234
MTB 24420 380.10 30707 46.91 220090
IMR 31.00 55.00 4243 872 76.11

Table 3

Prediction of IMR, MTB and CBR using Hybrid Model for 2001-2009,

Year Mortality {IMR) Morbidity (MTB) Fertility (CBR)
Actual  Prediction  Actual Prediction  Actual  Prediction
2001 50 49,20 31400  314.16 2226 2226
2002 35 35.00 20710 297.33 21.87 2187
2003 38 37.93 28670 286.31 2149 2149
2004 36 36.21 27420  273.83 207 20.71
2005 36 36.07 26090  260.76 207 20.71
2006 34 3413 25070 251.15 2034 2034
2007 32 32.03 24420 24442 19.65 19.66
2008 31 31.09 25300  252.63 19.24 19.24
2009 2018 243.23 19.11
MAE 0.1868 0.2018 0.0032
RMSE 03008 0.3121 0.0037
Table 4
Comparison of performance measures for prediction models.

MNo. Model m MTB CBR

RMSE MAE  RMSE MAE  RMSE
1 Linear regression 1.858 2767 4079 6488 0239 0338
2 ARIMA 2183 3375 3414 5255 0138 0195
3 Neural network 0247 0312 0853 1112 0137 0.168
4 Hybrid 01878 03008 0.2918 03121 0.0032 0.0037

(LE+ NN{6,10,1))

fertility are 261, 36.1, 20.7 respectively, the crisp output of the fuz-
zy inference engine will be 75.3 as shown in Fig. 5. Referring to the
criteria curve shown in Fig. 4d, we get the fuzzy criterion 'Good’
corresponding to t alue of 75.3

Step 4. Finally, based on the output of the FIS (ie. criteria is
'‘Good’ or 'Bad'), appropriate action plans are suggested for health-
care management.

5. Empirical evaluation
5.1. Subject data

The healthcare data pertaining to Indonesia for the period
1995-2008 such as infant mortality rate (IMR), morbidity of tuber-
culosis (MTB) and crude birth rate/fertility (CBR) which are used in
this study were collected from the Indonesian Health Profile (Min-
istry of Health Republic of Indonesia), World Health Organization
(WHO) [41-43].

The descriptive statistics of the CBR, MTB and IMR data such as
the minimum, maximum, mean, standard deviation and variance

arﬂov\m in Table 2.
t is noted that the time series healthcare data are first pro-
cessed to check for the missing values and outliers.

5.2, Results and discussion

In this section, we present the experiment results obtained by
using the proposed dual hybrid model for the healthcare data.
The results of forecasting such as mortality, morbidity and fertility
are used as input to the fuzzy logic to determine the recommended
actions.
ﬁn the next step, we compute time series forecasting using the
hybrid model which is a combination of linear regression and neu-
ral network models. Architecture configurations with different
numbers of input and hidden layer neurons were tested to deter-
mine the optimum setup. Similarly, different activation functions
such as hyperbolic tangent, bipolar sigmoid and sigmoid functions
were tested. From the experimental results, it is found that the

morbidity (3)
fis
(mamdani)
mortality (3)
27 rules
criteria (2)
fertilty (3)

Fig. 3. Fuzzy inference system for criteria.
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neural network model with 6 input neurons, 10 hidden layer neu-
rons and using hyperbolic tangent activation functions for the hid-
den and output layers yields the best results.

The reﬂs of the time series prediction of IMR, MTB and CBR
using the hy del, which is a combination of linear regression
and o um neural network model is shown in Table 3. From the
table, it is noted that the predicted values obtained are very close
to the actual values for actual healthcare data (IMR, MTB and
CBR) during the test period of 2001-2008. The mean absolute error
(MAE) values obtained using mortality, morbidity and fertility data
are 0.1868, 0.2918 and 0.0032, respectively. These are a fraction of
the actual values (less than 1%), proving that the proposed hybrid
system performed well. The best results were obtained for the Fer-
tility (CBR) data, where the error measures were less than 0.02% of
the actual values.

To evaluate the performance in relation to the linear only and
neural network only models, the performance of these models on
the test data were evaluated.

Table 4 shows a comparison of MAE and RMSE values obtained
usinflinear regression, neural network, ARIMA and hybrid models.
It is seen from Table 4, that the smallest values of MAE and RMSE
for all variables were oﬁed by the hybrid model. Hence, it could
be concluded that the hybrid model combining linear regression
and neural network is the best model for mortality (IMR), morbid-
ity of tuberculosis {MTB) and fertility (CBR) data. For the IMR data,
the improvement of MAE achieved by the hybrid model over the LR

Tow medium hig

Degree of membership

0 10 20 30 40 50 60 70
mortality
(a) Mortality

low ' medum ! I\ngh1

Degree of membership

fertility
(c) Fertility
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model was 1.671 (89.95%) and 0.0601 (3.24%) over the neural net-
work model. For MTB, the value of MAE achieved by the hybrid
model improved by 3.7876 (92.85%) and 05611 (13.75%) over
the LR and neural network models, respectively. For CBR, the
MAE improvement was 0.2356 (98.66%) and 0.1341 (56.16%) over

LR and neural network models, respectively. Thus, it is clear
that the proposed hybrid model is able to ave significant per-
formance improvement over the individual models such as linear
regression, ARIMA and neural network models.

Fig. 3 shows the Fuzzy Inference System (FIS) constructed with
the three input variables: morbidity, mortality and fertility with 27
rules. The output variable is ‘criteria’. In this case, the chosen mod-
el is Mamdani [44].

The plots of the membership functions of mortality, morbidity,
fertility and criteria are given in Fig. 4.

In Fig. 1, we see that the output of the fuzzy model is generated
by combining the three forecast values resulting from the hybrid
model. The number of rules equals all possible permutations of cat-
egorized system inputs. 27 fuzzy [F-THEN rules were constructed
for this system.

Fig. 5 shows the fuzzy reasoning using 27 rules with multiple
antecedents. The first column represents morbidity variable, sec-
ond column represents mortality variable and the third column
represents fertility variable and the last column represents the cri-
teria variable. The morbidity, mortality and fertility variables are
the inputs to the inference engine (see Fig. 5) and the crisp value

" high

Degree of membership

e e e Ee T e e
0 5 10 150 200 250 300 350 400 450 500
morbidity

(b) Morbidity

T T T T y

Degree of membership

50 B0 70 a0 20 100
criteria
(d) Criteria

0 oA 3 4«

Fig. 4. The membership function plot of input and output.
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morbidity = 261 mortalty = 36.1 fertiity = 20.7 criteria = 75.3
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Fig. 5. The fuzzy reasoning.

Table 5
Result of the Critera-Level and Implication for 2005-2009.
Year Input Output
Mortality  Morbidity- Fertility- Criteria- Implication
B CBR level
2005 36.07 260.76 207 75.3 Good
2006 3413 251.15 20.34 74.9 Good
2007 32.03 244,42 19.66 74.7 Good
2008 31.09 252,63 19.24 74.8 Good
2009 2918 243.23 19.11 75.5 Good

calculated using gravity center technique will be the output of the
inference engine. In Fig. 5, the shapes of the membership function
of the rules are shown graphically in terms of "L and triangular
functions for Low, Medium and High for each of the input vari-
ables. The criteria variable is the minimum value of the three input
variables after the AND operation is performed on the input vari-
ables corresponding to each rule. All the plots of the criteria vari-
ables corresponding to the 27 rules are combined to get a single
plot of aggregation. Defuzzification is then performed using the
gravity center technique and the result of the defuzzification is a
crisp value which is shown at the top of the last column. The out-
put of the inference engine can be a value in the range 0-100.

Data from the most recent 5 year (2005-2009) were analyzed
using the proposed methodology to determine the criteria-level.
The criteria-level of the fuzzy model is converted into implication
(if the criteria-level is greater than 50, the implication is assumed
to be ‘Good’). The results obtained are shown in Table 5.

The criteria output is used to obtain the appropriate actions for
healthcare management. The flowchart used to obtain the

suggested action is shown in Fig. 6. The suggested actions are ob-
tained from the domain knowledge experts.

The algorithm used to get the suggested actions is summarized
in the following steps:

1. Input Criteria implication ('Bad' or 'Good')
2. Check value of Criteria implication.
a. If Criteria implication is 'Good' then there is no suggested
action.
b. If Criteria implication is 'Bad’ then search variables input
from fuzzy logic that have value 'Low’ or 'High'.
3. Check value for Mortality variable.
a. If Mortality is 'Low’ then there is no suggested action.
b. If Mortality is 'Medium’ then give a suggested action.
c. If Mortality is 'High' then give a suggested action.
4. Check value for Morbidity variable.
a. If Morbdity is 'Low’ then there is no suggested action.
b. If Morbdity is 'Medium' then give a suggested action.
c. If Morbdity is 'High' then give a suggested action.
5. Check value for Fertility variable,
a. If Fertility is 'Low’ then there is no suggested action.
b. If Fertility is "Medium’ then give a suggested action.
c. If Fertility is "High' then give a suggested action.

An example, if the criteria is ‘Bad’ and the Mortality is 'High',
then the suggested actions are given below:

» Protection of pregnant women from one of the main causes of
infant death, namely neonatarum tetanus.

¢ Injection of vaccine for couples to be married.

o Activate the role of village midwives who provide counseling to
pregnant women.
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No
| O

SUGGESTED
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Fig. 6. The flowchart decision logic system for suggested actions.

6. Conclusion

In this paper, a new dual hybrid model methodology for support
of decision making in healthcare management has been presented.
@:9 the healthcare data are in general very complex comprising

th linear and nonlinear patterns, using only linear or nonlinear
models will not yield good forecasting results. [n this paper, a com-
bination of linear regression and neural network models has been
employed to get more accurate prediction results. Three types of
data in healthcare namely, infant mortality rate, morbidity of
tuberculosis and crude birth rate, have been used for conducting
the experiments. The results of prediction form the inputs to the
Fuzzy model which yields a criteria level that es as the basis
for an appropriate action plan. The proposed dual hybrid model
is usp not only for getting more accurate prediction results but
also for generating appropriate decisions which will be helpful
for the healthcare managers.
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