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Abstract 

This research aims to develop a model of automatic virtual camera control for 3D animation film 

making based on 3D game. The model consists of two main parts, which are rules of shot as 

representation of control camera knowledge, and inference engine to generate virtual camera control in 

capturing ideal shot. Style imitation technique commonly used to generate music composition 

automatically, is used to imitate film materials of reference film. Film material are defined in components 

of number of actors in a shot, type of action, type of control camera, shot duration, and shot sequence. 

Shots of reference film are analyzed based on these components to build perspective packages of camera 

control knowledge base. Type of control camera, perspective packages, shot sequence is used as 

constraint to define ideal shot. Genetic algorithm is use to generate virtual camera control, with data of 

shot duration of each perspective package is used as parameter of iteration. Experiment is conducted by 

imitating shots of 3D animation film entitled how to train your dragon 2 produced by DreamWorks 

Animation, and developing a 3D game in which the proposed model is implemented. Evaluation of the 

performance of genetic algorithm results 82.2% shots of total number of shots can be generated by the 

algorithm. The implementation of style imitation is measured by comparing shots produced in this 

research to shots of reference film based on point of view. Three experts of film and multimedia are 

asked to value the similarity, and Mean Opinion Score technique is used to measure the expert’s opinion. 

The result shows that in scale 1-5, where score 1 is for poor, and 5 is for excellent, 3D animation produced 

in this research are similar to shots of reference film at score 3.9. 
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1. Introduction 

  Camera control has an important role to capture ideal view, and to supports the success of 

messages delivery in every scene. In a graphic computer, virtual camera control which consists 

of calculation of point of view, movement planning, and editing, is a component of various 

applications, including data visualization, and virtual walk-through [1]. Camera shot, camera 

angle, and camera movement are parameters in virtual camera control. In the development of 

3D animation film, virtual camera is generally controlled by setting the position, which includes 

camera distance and camera height, and the rotation manually. Tweening technique is used to 



 

control the camera movement, by defining the position and rotation of camera in two keyframes, 

and program will generate extra frames between those keyframes. Manual technique consumes 

times in animation production, especially in a scene in which a camera movement is altered, 

where extra frames generated by program many times give an unexpected result. Automatic 

camera control can be a solution in 3D animation filmmaking. Artificial intelligence approach 

can be used to generate a smart camera which can capture an ideal view automatically, and to 

reduce time consuming in production.  

  The technology in 3D animation has growth, and involved 3D game as a media to support 

the filmmaking. The technology is known as machinima, which uses 3D virtual environment in 

3D game video for real-time filmmaking [2] [3] [4]. Camera control automation has become a 

research subject in machinima technology. There are some approaches used to virtual camera 

control, such as reactive approach which involving computation of direct respons to the chane 

in image properties without reordering all the searching process; optimization-based approach 

which controls the camera with optimation technique to the properties of images capturing as 

destination to be maximized; constraint-based approach which contains framework Constraint 

Satisfaction Problem (CSP) by proposing a declarative approach to model a higher range of the 

main non-linear constraint, and reliable technique to solve the problem; constrained-

optimization which is a pure optimation technique that allows computation of a solution which 

has a good probability in which the properties are satisfied in several levels, and results a 

solution for declarative camera control, including constraint and fitness function, but relatively 

consumes high computation [5].  

  In this research, the constrained-optimization approach is used to develop a model of 

automatic virtual camera control system that supports 3D animation filmmaking based on 3D 

game. The challenge is to create a smart virtual camera which works real-time in 3D 

environment game to capture ideal shot automatically. The ideal shot is defined based on 

cinematography rules, and materials of reference films imitated as knowledge for the system. 

Imitation of materials based on given ideas is known as style imitation technique, which is 

commonly used to generate automatic music composition. 

  Style imitation technique is a music material generation based on given musical ideas, and 

is a main area in algorithmic composition application [6]. Some methods based on artificial 

intelligence used in algorithmic composition, such as Markov model, generative grammars, 

genetic algorithm, knowledge-based systems, and others, use style imitation technique. Style 

imitation technique is conducted by learning materials in an object, for example certain music 

material, to be developed for a new material composition generation. Grammar approach with 



 

melody-morphing method is used, in which melody A and B is the input, and the others melody 

between those melodies is interpolated and extrapolated [7]. Markov chain is used by [8] to 

generate musical transition between two different parts in a simple non-linear music application 

to stochastically give alternative between two markov chain. Rule-based expert system is used 

by [9] to develop CHORAL system, a system of melody harmonization in chorale style of J.S. 

Bach. Style of Bach is also developed by [10] with genetic algorithm for harmonizing the 

melody. 

  Style imitation technique is conducted by learning the material in an object, such as certain 

music material, and then it is developed in the generation of new material composition. In this 

research, the technique is adopted for automatic virtual camera control, by learning the camera 

shot technique in certain films as knowledge base to inference the ideal camera placement and 

camera movement. 

 

2. Related Works 

  Constraint approach is to make a camera following an object [11] [12] [13]. The use of 

constraint, such as distance, height, object relatively oriented can be applied in camera. 

Constraint will affect the camera when the object is moving in a scene. The knowledge-based 

approach was used by [14] to develop autonomous real-time camera agent, a framework of real-

time cinematography system for 3D environment uses a process which consists of four phases, 

which are selecting narrative element which allows the system to define narrative element 

selection which is the most relevant to run time; computing director volumes which is the phase 

to change the chosen narrative element to director volumes by composing viewpoints 

characteristic area which allows the element picture based on visibility volumes; editing over 

director volumes which implements the process of multiple filtering to select appropriate 

director volumes; computing transaction which is a phase to define the transition between 

director volumes. 

  Cinematography knowledge which consists of camera parameter, movement, shot 

characteristic, sequence rules, standard shot, rules of thumbs, and others, is used to define the 

formalization in the domain interactive narratives. A rule-based system is used to develop an 

automatic camera control modeled with 7 Degrees of Freedom; 3 for camera position is used 

for crane shot, dolly shot, and tracking shot; 3 for orientation is to allow pan shot, rolling shot, 

and tilt shot; FOV can be produced based on the camera movement directly, or by zooming. A 

number of rules are defined to control virtual camera, such as, rules of one-shot generation, and 

shot sequence generation [15].  CINEMA system developed by [16] is to control camera 



 

movement in a system which contains 2 main parts. The first part is a database containing 

information of object, including its over time position and event, and the second part is 

command of user which are restricted to check the database states, and command to query or 

affect the camera state. A system of partial constraint satisfaction for virtual camera control, 

called CONSTRAINTCAM, is developed by [17]. Inconsistency is identified by constructing 

a graphic of a pair of constraints which are not compatible. Optimization global process is used 

where each configuration becomes a value which represents fitness, exhaustive generate, and 

evaluation process.  

  Genetic algorithm is used for visual composition problem of static camera position setting 

[18]. A set of property which consists of spatial explicit relation between objects, partial and 

total occlusion, and measurement, is used. Fitness function is a combination of linear-weighted 

from shot property compliance. Seven camera parameters are given code, and camera 

population is distributed randomly in a searching area. Each individual of population is 

evaluated based of objective function. 90% of highest populations survive until next generation, 

and selection is conducted using binary tournament technique. The reset of 10% are re-

generated using random crossover, and/or mutation. Constraint-based approach is used with 

camera path built by declaring a set of property for objects defined to be shot, including vantage 

angle, frame and object size [19]. Camera path is modeled as a set of primitive camera 

movement which sequently is connected. A* method with path finding technique is used to 

control virtual camera based on non-player character movement. Surrounding objects are 

identified to set camera position in order to avoid a collision in capturing non-player character 

movement [20]. 

  In our previous works [21], we have developed an automatic virtual camera control in 3D 

environment game, using rule-based method. Type of shots in cinematograph rules, which are 

camera distance, camera height, camera angle, is formalized to define perspective packages that 

set the searching area for camera placement. Random technique is used to generate virtual 

camera placement based on perspective packages. The result shows that perspective packages 

can capture ideal view in real-time play, but it omits the flow of storytelling in a visual way. In 

this research, we develop our approach to more consider to visualization of storytelling by 

imitating the shot in reference films. 

 

 

 



 

3. System Design 

  This research aims to develop an automatic virtual camera control that supports 3D 

animation filmmaking based on 3D game. The virtual camera in the 3D game is expected to 

able to capture ideal view, including the visualization of storytelling. The model of automatic 

virtual camera control consists of two main parts, which are rules, and inference engine. Virtual 

camera control rule is a representation of camera control knowledge. The knowledge is 

acquisitioned based on type of camera shots in the cinematography rules.  

  The virtual camera control rules are formalized based on six parameters, which are number 

of actors defined based on the number of dominant actors that act in one frame; actions which 

controls acts of actor; environment categorized into interior and exterior; camera shot which 

controls perspective packages to shot; shot duration which contains data of length of time used 

in one shot; shot sequence which controls data of change of view in every shot. Inference engine 

is developed using genetic algorithm to generate the placement or movement of virtual camera 

using perspective packages of camera control as the constraint.  

  The system works by identifying the state of actor based on the number of actor, actions, and 

environment. This information is to select candidates of camera shot for control camera 

including perspective packages. The identification number of actor is conducted based on 

collision detection among actors in stage, while for a shot where there is no actor in the stage; 

user interaction is needed to inform the system by pressing button V in the keyboard. Button V 

is to control the visibility of actor. Pressing button V makes actor invisible in the stage, so the 

shot captures only environment, and repressing button V makes actor visible in the stage. The 

identification of action is conducted based on user interaction in controlling the act of actor. 

We set parameters inside building 3D model, so system can detect type of exterior or interior 

environment. Using identification of number of actor, action, and environment, system sets 

camera placement or camera movement to search the best camera control, perspective package, 

and shot duration to capture the best view during the game play.  

 

3.1 Building Camera Shot Knowledge Base 

    Shot is the smallest unit of visual information captured at a same time (duration) by camera 

which shows certain actions or event. Every change of camera results a new shot, such as close-

up changed to medium shot means that two shots are used which each shot has its duration. 

There are four parameters in shot, which are camera distance which defines the distance 

between camera and actor or object filmed, camera height which defines the height of camera 

to actor or object filmed, camera angle which defines the rotation degree of camera to actor or 



 

object filmed, and camera movement which defines the camera movement to actor or object 

filmed [22] [23] [24] [25]. 

  Parameters of camera distance, camera height, and camera angle control camera placement 

and camera movement. In camera distance, a shot can be categorized based on size of object in 

a screen, which categorized to extreme long shot, very long shot, long shot, medium long shot, 

medium shot, medium close-up, close-up, big close-up, extreme close-up. On the other side, 

camera angle is used to set the camera placement which includes height and rotation. Camera 

angle which is commonly used is categorized into eye-level, which places the camera parallel 

to the eye of the subject, high angle which places the camera above the subject and directs to 

the below, low angle which places the camera below the subject and directs to the top, bird’s 

eye which places the camera above the scene and directs to the below [24]. Figure 1 shows the 

illustration of camera distance based on size of object in a screen, and Figure 2 shows the 

illustration of camera angle. 

 

Fig.1. Illustration of type of camera distance 



 

 

Fig. 2. Type of camera angle 

 

  Camera movement is an element of cinematography which can influence the meaning of 

shot and scene. Types of camera movement are pan and tilt which moves the camera 

horizontally and vertically, doly which moves the camera close to or away from subject, crab 

which moves the camera to the left or the right following the subject movement parallel [24].  

  Another shot setting is type of two-shot, which is a frame composition that contains two 

actors. Type of two-shots is profile two-shot used to help dialogue initial setting between two 

actors in the film, and over-the-shoulder two-shot which captures the face of an actor, where 

camera is placed in behind the other actor, and in a little shift from the his head. There is rule 

for a composition which contains two actors, called line of interest. The rule is a connection 

line to two main subjects in a scene. The camera placement or movement must remain in one 

side of the line of interest, and not to cros the line [26] [27]. Figure 3 shows illustration of type 

of two-shot. 

 

Fig. 3. Illustration of two-shot 



 

  Camera shot knowledge base contains information camera placement based on type of 

camera distance, and camera angle, including front, back, right, and left sides, where the camera 

is placed to the object. The information is recorded as indexed perspective packages. For 

example, there are four perspective packages defined in type of extreme close up with eye-level 

for each side, and also in big close-up with eye-level, and close-up with eye-level. The 

combination of camera distance and camera angle is added with high angle, low angle for types 

of medium close-up, medium long shot, medium long shot, long shot, very long shot, and 

extreme long shot. A combination of bird’s eye type and top side is added to type of very long 

shot and extreme long shot. There are 86 perspective packages defined in camera shot 

knowledge base acquisition. Table 1 shows some of perspective packages (P) defined for type 

of extreme close-up, big-close-up, close-up, and medium close-up. 

 

Table 1: Example of perspective packages 

Camera 

Distance 

Camera 

Angle 

Sides Persp. 

Pack. 

Extreme 

Close-Up 

Eye-Level Front P1 

Back P2 

Right P3 

Left P4 

Big Close-

Up 

Eye-Level Front P5 

Back P6 

Right P7 

Left P8 

Close-Up Eye-Level Front P9 

Back P10 

Right P11 

Left P12 

Medium 

Close-Up 

Eye-Level Front P13 

Back P14 

Right P15 

Left P16 

High Angle Front P17 

Back P18 

Right P19 

Left P20 

Low Angle Front P21 

Back P22 

Right P23 

Left P24 

 

  Each perspective package view is simulated in 3D game engine program to identify the value 

of X, Y, Z of camera position and rotation to the actor. The simulation results relative value in 

controlling the placement of the camera. Relative value is a value range to place a camera that 

can capture a view as in a perspective package. Figure 4 shows the illustration of relative values 

for position and rotation of camera to result perspective package P25 (medium shot/eye 

level/Front). 

 



 

 

Fig. 4. Result of relative values for P25 (medium shot/eye level) 

 

  Table 2 shows relative value examples of camera position, and Table 3 shows examples of 

camera rotation built in Unity 3D engine. 

 

Table 2: Relative value of camera position for perspective packages 

ID X Y Z 

Min Max Min Max Min Max 

P1 -0.058 0.058 1.325 1.36 0.11 0.13 

P2 -0.058 0.058 1.325 1.36 -0.16 -0.18 
P3 -0.11 -0.18 1.325 1.36 -0.058 0.058 

P4 0.11 0.18 1.325 1.36 -0.058 0.058 

P5 -0.07 0.07 1.365 1.39 0.14 0.24 

P6 -0.07 0.07 1.365 1.39 -0.18 -0.24 
P7 -0.18 -0.24 1.365 1.39 -0.07 0.07 

P8 0.18 0.24 1.365 1.39 -0.07 0.07 

P9 -0.114 0.114 1.34 1.39 0.24 0.31 

.. … … … … … … 
P86 -4 4 8 13 -4 4 

 

Table 3: Relative value of camera rotation for perspective packages 

ID X Y Z 

Min Max Min Max Min Max 

P1 -4 4 170 190 -1 1 
P2 -4 4 -10 10 -1 1 

P3 -4 4 80 100 -1 1 

P4 -4 4 260 280 -1 1 
P5 -4 4 170 190 -1 1 

P6 -4 4 -10 10 -1 1 

P7 -4 4 80 100 -1 1 

P8 -4 4 260 280 -1 1 
P9 -4 4 170 190 -1 1 

.. … … … … … … 

P86 80 100 0 360 0 360 

 

  Camera placement is defined based on the relative value of perspective packages. For 

example, perspective package P1 (extreme close-up/eye-level/front) is achieved by set the 

position of camera in coordinate X at -0.058 to 0.058, coordinate Y at 1.325 to 1.36, coordinate 

Z at 0.11 to 0.13, and set the rotation of camera in axis X at -40 to 40, axis Y at 1700 to 1900, 

axis Z at -10 to 10.  

  Relative value range to result a view which fulfils characteristic of perspective package can 

be formulated as:  

 



 

CP = (minPos  nCP  maxPos) 

CR = (minRot  nCP  maxRot) 

PP = {CP, CR} (1) 

 

Where: 

CP: camera position 

CR: camera Rotation 

nCP: value X, Y, Z of CP. 

nCR: value X, Y, Z of CR. 

minPos: minimum value of CP 

maxPos: maximum value of CP 

minRot: minimum value of CR 

maxRot: maximum value of CR 

PP: perspective package 
 

  A movement area is defined firstly for camera movement, and then a path for the movement 

is defined in the area. For instance, an area for camera movement type of dolly in is defined 

based on camera placement data, with camera position and rotation at the beginning is placed 

in area of medium long shot, or medium close-up. Camera position and rotation at the end is in 

area of close up, or medium close-up. There are ten types of camera movement used in this 

research, which are follow, pan left, pan right, pan up, pan down, tilt left, tilt right, tilt up, tilt 

down, dolly in, and dolly out. Figure 5 shows an illustration of area definition for camera 

movement, with gray area represents movement area for dolly, and camera rotation follows the 

shape of the gray area. 

 

 

Fig. 5. Movement area definition based on relative value for dolly in 

 

  Camera movement uses at least two perspective packages for beginning and end of the 

movement, except for type of follow movement. Camera movement can be formulated as: 

Camera movement = {PPstart, PPend} (2) 

 

  The camera shot knowledge base defined based on PP, including camera movement is then 

used as references to set perspective packages in style imitation process. 

 

 



 

3.2 Defining Rules Using Style Imitation Technique 

  There are six parameters used for automatic virtual camera control, which are number of 

actors, action, environment, camera shot, shot duration, and shot sequence. Parameters value is 

defined by imitating shots in reference film. Number of actors (NA) is defined based on the 

number of dominant actors that act in one shot. Value of number of actors is set to 0 if there is 

no actor in a shot, 1 for one actor in a shot, 2 for two actors in a shot, and 3 for more than 2 

actors in a shot.  NA can be formulated as: 

 

NA = {0, 1, 2, 3} (3) 

 

  Type of actions (CK) is categorized based on actor’s movement. Value of CK = 0 is for NA 

= 0. No movement condition is for stand up, sit, or other acts that need a little movement. 

Movement is for walking, running, or other acts that need more movement. Dialogue is for a 

shot where more than 2 actors are involved. CK can be formulated with value 0 for empty, 1, 

for no movement, 2 for movement, 3 for dialogue, as: 

 

CK = {0, 1, 2, 3} (4) 

 

  Environment (E) is categorized in interior and exterior. E can be formulated, with value 0 

for interior, and 1 exterior, as: 

 

E = {0, 1} (5) 

 

  Camera shot (CC) contains type of camera placement and movement to capture a shot. Type 

of CC  is defined with still camera/placement (0), follow (1), pan right (2), pan left (3), pan up 

(4), pand down (5), tilt right (6),  tilt left (7), tilt up (8), tilt down (9), dolly in (10), dolly out 

(11). CC can be formulated as: 

 

CC = {0, 1, 2, 3, …, 11} (6) 

 

  Perspective package (PP) is defined based on camera shot knowledge base in which 86 

perspective shot packages (P1-P86) are built.  PP can be formulated as: 

 

PP = {P1, P2, .., P86} (7) 

 

  Shot duration (SD) is length of time in one shot. Shot duration is defined by identifying shot 

duration based on NA, CK, E, and CC in film reference. Data of SD are sorted to find minimum 

and maximum value of shot duration. Minimum and maximum values of shot duration are used 

as duration range to capture a shot. SD can be formulated, with T1 and T2 represent the minimum 

and maximum value of SD, as: 

 



 

SD = Range (T1, T2}  (8) 

 

  Shot sequence (SQ) contains data of change of view in term of previous shot  next shot. 

SQ is defined based on following perspective package of current shot ID. Figure 6 shows 

pseudocode of SQ: 

 

Fig. 6. Pseudocode for shot sequence 

 

Figure 7 shows model diagram of automatic virtual camera control developed in this research. 

 

 

Fig. 7. Model diagram of automatic virtual camera control 

 

  Components of style imitation are then formulated to define rules of control camera, shot 

duration and shot sequence as follows: 

 

IF NA  

THEN CK 

 

IF CK  

THEN E 

 

IF NA AND CK AND E 

THEN CC AND PP 

 

 

IF NA AND CK AND E AND CC 

THEN SD 

 

 
for (i = 0; i < (total shot – 1); i++) { 

    SQ [i] = PP (ID [i+1]); 

} 

NA = 0 

CK = 0 

E = {0, 1} 

NA = {1, 2, 3} 

CC PP 

Previous Shot SD 

Next Shot 

SQ 

CK = {1, 2, 3} 



 

IF NA AND CK AND E AND CC AND SD 

THEN Previous Shot 

 

IF Previous Shot 

THEN SQ 

 

IF SQ 

THEN Next Shot 

 

  A 3D animation film entitled How to Train Your Dragon 2 produced by DreamWorks 

Animation is used as reference film in this experiment. We limit the imitation in first 100 shot, 

with total duration at 4.7 minutes. Table 4 shows some data (shot 1 – 25) resulted from style 

imitation process of 100 shots of the reference film. 

 

Table 4: Data Resulted From Style Imitation 

Shot 

ID 

NA CK E CC PP SD 

Start End 

1 0 0 1 10 61 49 15 
2 0 0 1 2 49 49 4 

3 0 0 1 2 53 53 4 

4 0 0 1 3 41 41 2 

5 0 0 1 9 57 13 4 
6 0 0 1 3 53 53 5 

7 0 0 1 0 25 25 7 

8 0 0 1 0 57 57 1 

9 0 0 1 0 25 25 1 
10 0 0 1 0 57 57 1 

11 3 2 1 1 53 53 1 

12 3 2 1 2 53 49 6 

13 1 2 1 1 5 5 7 
14 2 3 1 1 49 49 3 

15 1 2 1 1 30 30 3 

16 1 2 1 1 9 9 1 

17 2 2 1 0 49 49 1 
18 3 2 1 1 49 49 1 

19 1 2 1 1 19 19 1 

20 2 2 1 1 37 37 1 

21 2 2 1 1 45 45 7 
22 3 2 1 7 69 27 3 

23 3 2 1 7 49 27 1 

24 0 0 1 0 9 9 1 
25 3 2 1 7 13 20 5 

 

   

Data resulted from style imitation process show the technique of camera control used in the 

references film. For example, for a shot with no actor (NA = 0), type of camera control (CC) 

used to capture a shot are still (0), pan left (2), pan right (3), tilt down (9), and dolly in (10), and 

type of perspective packages (PP) used to capture the shot, including starting points for camera 

movement, are 0 | P5 (still | BCU/EL/F), 0 | P9 (still | CU/EL/F), 0 | P13 (still | MCU/EL/F), 0 

| P25 (still | MS/EL/F), 2 | P41-P41 (pan left | MLS/HA/F - MLS/HA/F), 2 | P49-P49 (pan left 

| LS/EL/F - LS/EL/F), 3 | P53-P53 (pan right | LS/HA/F - LS/HA/F), 3 | P57 (pan right | LS/LA/F 

- LS/LA/F), 9 | P57-P13 (tilt down | LS/LA/F - MCU/EL/F), 10 | P61-P49 (dolly in | VLS/EL/F 



 

- LS/EL/F). Duration for all shot of NA = 0 has range at 1-15 seconds. Table 5 shows data of 

imitation of NA = 0. 

 

Table 5: Data of imitation of NA = 0 

Shot 

ID 

NA CK E CC PP SD 

Start End 

1 0 0 1 10 61 49 15 

2 0 0 1 2 49 49 4 
3 0 0 1 2 53 53 4 

4 0 0 1 3 41 41 2 

5 0 0 1 9 57 13 4 
6 0 0 1 3 53 53 5 

7 0 0 1 0 25 25 7 

8 0 0 1 0 57 57 1 

9 0 0 1 0 25 25 1 
10 0 0 1 0 57 57 1 

24 0 0 1 0 9 9 1 

26 0 0 1 2 25 25 7 

40 0 0 1 2 49 49 2 
46 0 0 1 0 5 5 1 

48 0 0 1 0 13 13 1 

55 0 0 1 0 9 9 1 

56 0 0 1 0 13 13 2 
83 0 0 1 0 13 13 1 

 

  Rules of control camera are defined by classifying NA; follow with CK, and then E to create 

prune of CC and PP. Table 6 shows result of prune of CC and PP for NA = 3. 

 

Table 6: Rules of CC and PP for NA = 3 

NA CK E CC PP 

Start End 

3 1 1 0 25 25 

2 1 0 53 53 

1 27 27 

42 42 

49 49 

53 53 

55 55 

2 53 49 

7 13 20 

49 27 

49 50 

69 27 

 
  Type of actions in shots are no movement (CK = 1), and movement (CK = 2). Background 

for all shots is exterior (E = 1). Type of camera control is 0 | P25 (still | MS/EL/F) is used for 

NA = 3, IM = 1, CK = 1, and E = 1. While for NA = 3, IM = 1, CK = 2, and E = 1, type of CC 

and PP are 0 | P53, 1 | P27 -  P27, 1 | P42 - P42, 1 | P49 - P49, 1 | P53 – P53, 1 | P55 – P55, 2 | 

P53 – P549, 7 | P13 – P20, 7 | P49 – P27, 1 | P49 – P50, 1 | P69 – P527. 

  Rules of shot duration are defined based on current state of NA, CK, E, and CC. For example, 

if NA = 3, , CK = 1, E = 1, with CC = 0, then shot duration is 1 second, while if NA = 3, CK = 



 

1, E = 1, with CC = 7, then shot duration is in range of 1 – 5 seconds. Table 7 shows result of 

shot duration for NA = 2 and 3. 

 

Table 7: Rules of SD for NA = 2 and 3 

NA CK E CC SD 

Min Max 

2 

 
 

 

 
 

 

 

1 1 0 1 3 

2 

 
 

 

1 

 
 

 

0 1 4 

1 1 7 

3 6 6 

10 1 1 

3 

 
 

1 

 
 

0 5 5 

1 3 3 

7 7 7 

3 
 

 

 

 

1 1 0 1 1 

2 

 
 

 

1 

 
 

 

0 2 2 

1 1 7 

2 6 6 

7 1 5 

 

  Rules of shot sequence (SQ) are defined based on NA, CK, E, CC, PP, as its order in 

shot extraction and in term of A  B, where A is previous shot, and B is next shot. Table 

8 shows examples of some shot extraction, in which value 1 for NA is used as an 

example of previous shot in defining rules of shot sequence. 

 

Table 8: Data of shot extraction 

Shot 
ID 

NA CK E CC PP 

Start End 

1 0 0 1 10 61 49 

… … … … … … … 
13 1 2 1 1 5 5 
14 2 3 1 1 49 49 

15 1 2 1 1 30 30 

16 1 2 1 1 9 9 

17 2 2 1 0 49 49 
… … … … … … … 

 

Table 9: Rules of shot sequence (SQ) 

Shot NA CK E CC PP 

Start End 

Prev 1 2 1 1 5 5 

Next 2 3 1 1 49 49 

 

Prev 1 2 1 1 30 30 

Next 1 2 1 1 9 9 

 

Prev 1 2 1 1 9 9 

Next 2 2 1 0 49 49 

 

 

 

 



 

3.3 Generating Virtual Camera Control 

  Inference engine works by value of NA, CK, and E, and user interaction in controlling actor 

in game. Genetic algorithm is used to generate virtual camera control. Variables CC, PP, SD, 

and SQ are used as constraint to define the best of virtual camera. A number of virtual cameras 

are generated as individuals in population. Each individual has chromosome which contains six 

genes that represent position PX, PY, PZ, and rotation RX, RY, RZ. Value of position is set 

randomly based on minimum and maximum value recorded in knowledge base. Value of 

rotation is set with random 3600. 

  Objective function is dfined based on the number of genes in chromosom. Each variable of 

PX, PY, PZ, RX, RY, and RZ, which represents genes in chromosom, has value 1 if they fit to 

perspective packages as defined in rules of SQ. The objective function can be achieved with: 

 

 (Number of genes – total value of genes) = 0 

6 - (PX + PY + PZ + RX + RY + RZ) = 0 

6 - (1 + 1 + 1 + 1 + 1 + 1) = 0  

 (9) 
 

  Figure 8 shows pseudocode used to generate population of virtual camera. 

 

Fig. 8. Pseudocode for generating population  

 

 
Number of population = NP = 5; 

Number of genes = NG = 6; 

Chromosome = C; 

Virtual camera = VC; 

For (i = 0; i < NP; i++) { 

 C [i] = “VC” + [i]; 

} 

n = 0; 

while (n < NP) { 

 for (i = 0; i NG; i++) { 

 C [n] [i] = (PX, PY, PZ, RX, RY, RZ); 

 } 

 for (i = 0; i < (NP / 2); i++) { 

 C [n] [i] = random (position value); 

 } 

 for (i = (NP / 2); i < NG; i++) { 

  C [n] [i] = random (360) 

 } 

 n++; 

} 

 



 

  Pseudocode above results a population which consists of five virtual cameras (VC0, VC1, 

VC2, VC3, VC4). Each of their chromosomes contains six genes of PX, PY, PZ, RX, RY, RZ, 

where position of each gene is set with random value with range of minimum and maximum 

value of position, and rotation of each gene is set with random value of 3600. 

  Rank selection technique is implemented to select chromosomes. Crossover is conducted 

with one-point crossover, by cut genes of chromosomes into two parts of PX, PY, PZ, and RX, 

RY, RZ. Crossover is implemented with PX, PY, PZ of chromosome (n) >< RX, RY, RZ of 

chromosome (n+1), and PX, PY, PZ of last chromosome >< RX, RY, RZ of first chromosome. 

Mutation rate is set at 0.1, so the value of mutation is as follow:  

 

total number of genes x 0.1 

(6 x 5) x 0.1 = 30 x 0.1 = 3. (10) 

 

 

Each gene is filled with value of random (total number of genes). Gene with random value  

mutation value is mutated with new value, and new generation is created. Proces of selection, 

crossover, and mutation are iterated until finding the best chromosome which is fit, and the 

process is limited with sot duration for each perspective package. The iteration is stoped when 

the best chromosome cannot be defined. In such condition, virtual camera control takes the 

previous perspective package to capture the game, and the searching process of best 

chromosome is restarted. 

 

4. Implementation and Evaluation 

  Design of automatic virtual camera control is implemented in a game developed in this 

research. A short animation film with duration at 138 seconds is created based on the game. 

The animation consists of 2 main actors with type of actions containing stand-by, walking, 

dialogue, and exterior view. Pictures below show the screenshot of the animation. 

 

 

Fig. 9. Screenshot of 3D animation film produced in this research 



 

 

  A 3D animation film produced by the game developed in this research has 45 shots. Table 

10 shows some data of experiment result in producing 3D animation film. 

 

Table 10: Shot produced in experiment 

ID NA CK E CC PP SD 

Start End 

1 0 0 1 0 P25 P25 6.7 

2 0 0 1 0 P57 P57 3.2 

3 1 1 1 0 P40 P40 1.6 
*4 1 1 1 0 P40 P40 1.6 

5 1 2 1 6 P44 P42 3.0 

6 1 2 1 0 P49 P49 2.5 

7 1 2 1 1 P5 P5 1.6 
8 1 2 1 0 P62 P62 1.2 

9 1 2 1 1 P76 P76 1.2 

*10 1 2 1 1 P76 P76 1.2 

11 1 2 1 1 P42 P42 4.5 
12 1 2 1 1 P5 P5 3.9 

13 1 2 1 1 P43 P43 4.9 

14 1 2 1 1 P11 P11 3.2 

15 1 2 1 1 P9 P9 4.2 
16 1 2 1 1 P38 P38 1.9 

17 1 2 1 0 P49 P49 2.2 

*18 1 2 1 0 P49 P49 2.2 

19 1 2 1 1 P5 P5 3.7 
20 1 2 1 1 P43 P43 4.1 

21 1 2 1 1 P11 P11 5.2 

22 1 2 1 1 P9 P9 2.9 

23 2 2 1 0 P49 P49 2.0 
*24 2 2 1 0 P49 P49 2.0 

25 1 2 1 1 P5 P5 4.9 

26 1 2 1 0 P62 P62 1.4 

*27 1 2 1 0 P62 P62 1.4 
28 1 2 1 1 P76 P76 5.1 

29 1 2 1 1 P42 P42 4.2 

30 1 2 1 1 P5 P5 4.8 

31 1 2 1 1 P43 P43 6.3 
32 1 2 1 1 P11 P11 1.0 

*33 1 2 1 1 P11 P11 1.0 

34 1 2 1 1 P9 P9 4.8 

35 1 2 1 11 P45 P69 3.0 
36 2 1 1 0 P25 P25 2.6 

37 2 2 1 1 P54 P54 1.1 

*38 2 2 1 1 P54 P54 1.1 

39 2 2 1 1 P57 P57 6.4 
40 2 2 1 1 P25 P25 4.2 

41 2 2 1 1 P39 P39 3.8 

42 2 2 1 1 P54 P54 1.7 

*43 2 2 1 1 P54 P54 1.7 
44 2 2 1 1 P57 P57 3.6 

45 2 2 1 1 P25 P25 3.7 

 

  Evaluation is conducted to measure performance of genetic algorithm in generating virtual 

camera control, and visual output based on imitation style. Evaluation of the performance of 

genetic algorithm is conducted by measuring the number of shots which can be generated by 

genetic algorithm to total number of shots. 37 of 45 shots can be generated by system, while 8 

shots marked with asterisk in Table 10 use previous virtual camera control. Genetic algorithm 



 

is failed to generate 8 shots. The result, with SH represents the number of shots which can be 

generated by genetic algorithm, and TSH represents total number of shots, is described as 

follow: 

 
𝑆𝐻

𝑇𝑆𝐻
 𝑥 100% 

 
37

45
 𝑥 100% 

 

= 82.2% (11) 

  

 

Evaluation of visual output based on imitation style is conducted by comparing shots produced 

in this research to shots of reference film based on point of view. This evaluation involves three 

experts of film and multimedia. Two experts have academic background as lecturer with subject 

multimedia, and one expert has practitioner background as camera man. The experts are asked 

to value similarity between shots produced in this research and shots from reference film in 

scale 1-5, with 1 for bad, 2 for poor, 3 for fair, 4 for good, 5 for excellent. Mean Opinion Score 

technique (MOS) is used to measure the value given by experts. Below is formula of MOS, 

where R is values given by n subjects. 

 

𝑀𝑂𝑆 =  
∑ 𝑅 𝑛𝑛

𝑖=1

𝑛
 

 (12) 

  Evaluation is conducted in three sessions. 45 shots of 3D animation produced in this research 

are distributed into three sessions. Shots of reference film are selected based on same value of 

NA, CK, E, CC, and PP with shots to be evaluated. Evaluation of visual output based on 

imitation style in session 1 results value at 3.9, session results score at 4.1, session 3 result score 

at 3.7. Mean score of this evaluation is 3.9, where the value represents above the score of fair, 

and closer to the score of good. Figure 10, 11, 12 show chart of result of similarity evaluation 

in 3 sessions by experts, and Figure 13 shows result of similarity evaluation with MOS. 

 

 

Figure 10: Similarity evaluation of session 1 

 



 

 

Figure 11: Similarity evaluation of session 2 

 

 

Figure 12: Similarity evaluation of session 3 

 

 

Figure 13: Result of similarity evaluation with MOS 

 

5. Conclusion and Future Works 

The genetic algorithm can generate up to 82.2% shots of total number of shots, with similarity 

to shots of reference film up 3.9 in scale of 5. Model of automatic virtual camera control using 

style imitation technique proposed in this research can be used to produce a 3D animation film 

based on 3D game with point of view which can be set based on reference film. Acquisition of 

knowledge is conducted manually, in which shots of reference film are examined by extracting 

the shots, and define its content manually. This process takes time, and different conclusions of 

view of the shots by different persons may happen. For future works, image processing 

technique can be used to analyze imitation components of shot of the reference film. 
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