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Abstract — This research is focused on developing automatic virtual camera control in 3D video
game to support a filnmaking bdfRd on machinima. Rule-based virtual camera control defines the
camera position and the angle. A virtual camera is developed by representing camera shot and
camera angle since it can control its position and rotation automatically. Knowledge acquisifion
B camera shot and camera angle is conducted by simulating virtual camera to the character
based on rules of camera shot which are close-up, medium-shot, and long-shot, and rules of
camera angle which are eye-level, low angle and high angle. The constrained areas are
represented by defining paths. The paths have the function of track references to define position
and rotation for the virtual camera, so the virtual camera can capture character vertically,
horizontally, and diagonally. Data of constrained areas are representation of camera shot and
camera angle rules. The data are used as knowledge base and rules in the term of perspective
packages. The virtual camera is generated using Genetic algorithm by randomizing a number of
position and rotation value as initial population, then the system calculates the value to find ideal
virtual camera which can fulfil the rules in perspective packages. An implementation of the
research is conducted by developing a game in which the automatic virtual camera is generated to
produce a short animation with duration of 120 seconds. The rules of transition are implemented
using different cut as type of transition in every 4 seconds, which means that there are 30 cut to
produce. The result shows that the method used in this research reflects the expectation. All the 30
cuts produced in the game are captured using automatic virtual camera. With frame rate at 40-60
Ips, the virr camera is generated in 2 to 16 generations, with duration from 16 to 37
milliseconds. Copyright © 2016 Praise Worthy Prize S.r.1. - All rights reserved.
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Nomenclature I. Introduction

Extreme close-up
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This research is focused on developing automatic

BCU Big close-up virtual camera control in 3D video game to support a
CU Close-up filmmd@¥e based on machinima. Machinima, which
MCU Medium close-up comes from the words of machine and cinema, is a real-
MS Medium shot time filmmaking which uses virtual 3D environment that
MLS Medium long shot in general is 3D video game [1]-[3]. Virtual camera in
LS/WS Long shot machinima needs controlling technique as the
VLS/WLS Very long shot filmmaking in real world which uses camera and related
ELS/XLS (T3 reme long shot techniques to capture a scene in a good perspective.

EL Eye level Automatic camera control is an approach to control
HA High angle the wvirtual camera in machinima. Automatic camera
LA Low angle control uses photography and cinematography techniques
BE Bird’s eye to define a perspective in capturing a good picture.
FOV Field of view Defining formula of camera control technique and
p,(x) Interpolation polynomial camera path based on computation is an on-going
) ) X rescarch [4], [5]. An automatic virtual camera control,
P Interpolation polynomial of one degree designed precisely, will result in a picture with precise,
A(x,p,2) Camera position for Euclidean 3D system effectively and efficient§fferspective. Automatic virtual
I . - camera control is aimed to define a framework to control

A’[x’,y',z’) Transformation value of coordinate x, y dvnamicallv the virtual oz . ' i o
and z axis ynamically the fllt‘tud] camera movement and the vTrtua]
RMBRJMR  The matrix Euclidean transformation for environment which are unpredictable when searching a

X, y and z axis
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set of visual property desired [6].
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There are several methods used for automatic virtual
camera control, such as optimization-based, rule-based,
and constraint-based. Rule-based is the method used in
this research.

II. Related Works

Bares et al [7] have used the optimization-based
method by proposing a complete searching based on
discretization searching area. CONSTRAINTCAM is a
system constraining partial satisfaction to camera control
by identifying the inconsistency through a construction
of constraint pair graphics which is not compatible.

A similar principle is used for defffdhg visual
composition problems, such as defining the static camera
position, as pure optimization process using genetic
algorithm. A set of huge properties is used, including
spatial explicit relation, partial and full occlusion, and
size [8]. Constraint-based method is used by making
camera path defined by declaring a set of object’s
property which is a target of shot, including vantage
angle, frame and the size of object [9].

CAMDROID  controls  virtual camera using
constrained-optimization method by defining behaviour
of virtual camera in the term of function and constraint to
camera parameters [10]. Path finding technique is used
with A* method to control camera based on non-player
character movement, so the camera can capture the
character movement avoiding a collision with objects in
its surrounding [11].

Rule-based is also used as a method to build automatic
virtual camera control by defining a set of rules for
optimizing the virtual camera control. Rule-based is used
to represent a knowledge domain by defining a set of
production rules which refers to “situation-action rules™
or “if-then rules™ [12].

A model for filmmaking production systems called
DMP (Digital Movie Producer) usinffknowledge and
rule-based reasoning is developed to create digital
motion picture to decide the temporal order of video clip
through the rule-based approach [13]. DMP is a
production system based on inputted screenplay which is
interpreted automatically into motion picture.

The architecture of DMP contains virtual director,
knowleflle base, inference engine, and movie player.

The knowledge base contains knowledge of objects,
color, lighting, scene, shot, and spatial-temporal
knowledge. The inference procedure consists of premises
divided into two talk, silence, actor A or B talks, while
the actionare break into a set of basic shot, such as two-
shot and full shot, profile-shot and close up, over-the-
shoulder shot, point of view shot and close-up angulafZ)
shot and close up. Drucker et al [14] have developed a
system for procedural cameranovements called
CINEMA system. The systems is divided into two
majors parts: the first one is the database containing
information about objects, positions over time, and
events over times, while the second part is a parser that
accepts and interprets user commands.
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The procedural interface is defloped based on a.sct
of primitive functiof] which are a set of commands for
moving the camera, a set of comif@hd for inquiring about
the current camera state, and a set of mathematical
routines for manipulating the values returned from the
other functions. In this research, automatic virtual camera
control is @Zeloped using rule-based method by
constraining cinematographic rules of camera shot and
camera angle to control camera position and rotation.

Camera shots and camera angle rules are implemented
in order to capture a perspective which fit with standard
in film EJustry. Knowledge-based system is used to
develop an automatic virtual camera control system.

The rules of camera shot and camera angle are used as
knowledge in program by defining perspective packages
containing data of ideal camera’s position and rotation.

The perspective packages are selected by random
generation and implemented to adjust the position and
rotation of the virtual camera which follows the actor as
the game is played. The inference process of ideal
camera is generated by randomizing a number of
camera’s position and rotation based on constrained-
areas in order to search a camera which is fit with
defined rules. In this case, Genetic algorithm is used to
randomize and searching the ideal camera.

III. Chinematography

Camera shot records an action from a perspective in a
moment which displays a unit of photography with
certain characteristics including person, place, or moving
pictures from certain distance and angle [15] [16].

Camera shot consists by various point of views, which
are:

1) Extreme close-up/ECU/XCU is displaying [@picture
in a detail way, the frame focuses on an aspect of
subject, such as eyes, mouth, ears, or hands; a

Big close-up/BCU that displays a picture of human
face that occupies as much of the frame as possible,
and shows the key features of eyes, nose, and mouth;
Clofggup/CU that displays a picture of human face
that may cut off the top of the subject's hair, while the
bottom of the fame can begin anywhere just below
the chin;

Medium Close-up/MCU that displays a picture of
human starting from the chest up to the top of the
head;

Medium shot/MS displays the human figure at or
below the waist;

Medium long shot/MLS displays % of subject’s body
in one frame;

Long shot/LS/WS displays the full body of subject in
one frame;

Very long shot/NLS/WLS display@ihe full body of
subject with the environment. The environment
within the film space fills much of the screen.
Extreme  long  shot/ELS/XLS  displays  the
environment within the film space by encompassing a
wide and deep field of view.

2)

3)

4)
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Fig. 1 shows the various points of view based on

camera shot.

Big Close-Up

Extreme Close-Up

e

Mediumn Close-Up

e
i

Medium Long Shot

i

Very Long Shot

Lt

Close-Up

=0

Medium Shaot

=0

Long Shot

el

Extreme Long Shot
Fig. 1. Different points of view based on camera shot

Camera angle is related to the camera adjustment of
the angle to the subject. The types of camera angle are

[17]:

1) Eye-level/EL that positions the camera near the eye
level of the subject;

2) High angle/HA positioning the camera above the
subject and pointing down.

3) Low angle/LA positioning the camera below the
subject and angled upward;

4) Bird's eye/BE positioning the scene to be seen from

above.
Fig. 2 shows the illustration of the various camera
angles.

Eye Level High Angle

Low Angel

Bird's Eye

Fig. 2. Point of view based on camerma angle
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IV. Discussion

In this research, machinima technology is
implemented by developing a game to product a short
animation in which an automatic virtual camera control is
created. The animation produced in this research is
created by real-time rendering based on interactivity
between user and game. The movement of character in
the game controlled by user is the references in defining
the ideal position and rotation for camera, and it is
rendered automatically into video format.

Rule-based method is used to define the camera
position and rotation. Camera shot and camera angle
rules are used as knowledge base containing perspective
packages to control the smart camera. The perspective
packages are defined by the combination between camera
shot consisting in CU, MS, LS, and camera angle
consisting in EL, HA, LA. The combination of
parameters of camera shot and camera angle results as
perspective packages, such as LS-EL, LS-HA, MS-LA,
and others packages.

The perspective packages then are selected by random
generation which is constrained to cinematographic rules
in order to arrange the sequences of the perspective
packages. The camera is designed to control its pdElon
and rotation in capturing the character movement based
on rules of camera shot and camera angle, including the
rules of clip transition. Fig. 3 shows the diagram of
automatic virtual camera control design.

The inference engine is generated by using the genetic
algorithm that creates a number of position and rotation
values of camera, and then selecting the ideal value based
on its fitness.

Clip Camera Camera
Transition shots angles
7y 7y 7y
A 4 Y A 4
Transition Perspective Packages

knowledge
Knowledge base
base
Transition
(?élé:; Perspective rules
(Candidates creation)
camera
selection)
Game 4> User
Video

Fig. 3. Virtual camera control design
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Unity is chosen as the game engine to develop the
game and to implement the algorithm for the automatic
virtual camera control. The virtual camera parameters for
field of view (FOV) and clipping planes are defined with
a fixed value.

The perspectives which refer to the rules of camera
shots and camera angle are defined formerly, and then
they are simulated in Unity. The simulation data then are
used as camera control knowledge base.

IV.1.  Rules of Camera Shot

In this research, the type of perspectives in camera
shot is limited into CU, MS, and LS.

CU is defined as displaying character from the chest
up to the top of the head; MS is defined as displaying %
of character’s body in one frame; LS is defined as
displaying full body of the character in one frame. Fig. 4
shows the illustration of CU, MS, and LS defined in this
research. The knowledge base creation for camera shot is
conducted by simulating the perspective based on the
types of camera shot defined formerly.

The first step is adjusting camera position and the
character centred-horizontally, and then adjusting the
distance between camera and character based on types of
camera shot. Fig. 5 shows the illustration of position and
distance adjustment for camera and character.

Medium shot

Long shot

Fig. 4. Camera shot defined in this research
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Close-Up

Meadi

Shot

Long Shot

~r

4
4
3

Fig. 5. Adjusting position and distance for camera and character

Maximum and minimum value of camera position and
camera rotation to the character in every perspective are
the main parameters in knowledge base creation for
camera shot.

If n is the registration point, then maximum value of
camera position is +»n, and minimum value is —n. Camera
rotation value would adjust camera position in its path.

Fig. 6 shows the illustration of maximum and
minimum value for MS of camera position and camera
rotation to the character. The correlation between
position coordinate and rotation value affects the
perspective of the picture. In other words, the result of
knowledge of camera shot is the data base containing the
range of ideal maximum and minimum values to camera
position based on its rotation, vice versa. For example, a
perspective of close-up from front view can be achieved
by adjusting the position of initial X of the camera equal
to X position of the character, with 180° for value of ¥
rotation.

Camera’s
point registration

Fig. 6. Maximum and minimum value for camera position and camera
rotation to the character
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If maximum position of X is +3 from the position of
initial X, with rotation value is +80° (or 260°), so the
minimum value of X position is -3 from the initial X,
with rotation value is -80° (or 100°).

Maximum and minimum distance of camera to the
character in defining a certain perspective is simulated,
and the result is used as knowledge base to determine
ideal value for both of position and rotation. Polynomial
interpolation is the approach to define the formula of
ideal position and rotation for the camera, with formula:

P2u(x)=a,x" +an_|f’_|+...+a|x+a0 (N

The first and second value of camera position and
camera rotation is a straight line, hence the equation of a
straight line interpolation polynomial formula is:

(2)

pi(x)=ax+a

The coefticient of @ and g, with transcoding process

and elimination would be:
(3)

and:
_M1Yo — YoM

4

i
Xy — X

The camera position and camera rotation can be
defined from camera point among 2 camera points based
on interpolation formula above, and finally, a perspective
package is defined. The path allows the camera to
capture a perspective in its track. Fig. 7 shows the path of
camera position and rotation.

V.2, Rules of Camera Angle

The perspectives in camera angles are divided into EL,
HA, and LA for MS and LS, and EL for CU, with
character body parts capture definition follows rules of
camera shot as shown at Fig. 8.

Fig. 7. Paths as a track for positioning and rotating the camera
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Close-Up eye-level

@

Medium shot low angle

)

Long shot high angle

Fig. 8. Camera angle defined in the game

IV.3. Perspectives Packages

The results of path creation, including areas range for
camera shot and angle, are transformed into data base of
camera shot and camera angle knowledge base, and then
rules of camera position and camera rotation are defined
as perspective packages.

Table 1 shows the knowledge base as the
representation of camera shot and camera angle, which
contains the data of maximum and minimum distance
and the rotation between camera and character with
character coordinate values for all positions and rotations
equal to 0. The knowledge base contains 7 perspective
packages of camera position and camera rotation related
to the character. The perspective packages are CU-EL,
MS-EL, MS-LA, MS-HA, LS-EL, LS-LA, and LS-HA.

The packages are controlled by constraining areas for
camera’s position and rotation. Fig. 9 shows the
illustration of knowledge representation for camera shot
and camera angle transformed into areas as perspective
packages.

TABLE 1
PERSPECTIVE PACKAGES
POSITION ROTATION
NO PACKAGES X Y 7 X Y 7
1 CU-EL -0.3-03 077 033 0 110-255" 0
2 MS-EL -09-09 05 1 ] 105-260" 0
3 MS-LA -0.9-09 0 1 225 105260 0
4 MS-HA 09-09 12 1 25 1052607 0
h] LS-EL -1.8-1.8 0 2 0 100-260° 0
6 LS-LA -1.8-1.8 08 2 200 100-260° 0
7 LS-HA -1.8-1.8 1.2 2 30 100-260° 0

International Review on Computers and Sofiware, Vol. 11, N. 6
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CONSTRAINED AREAS
Lang shot —_
™ ~—

Medium shot

Close-Up
=~
~.

Fig. 9. Knowledge representation for camera shot and camera angle

Position and rotation of the camera are defined based
on calculating its value to the character using euclidian
3D; Hence camera point A(X, Y, Z) to the character is:

x=rcost and y=rsint (5)

The transformation value of 4 ’[Jc', ¥ z’] to the Z-axis
(R.)is:
x'=xcosf—ysint
y' =xsinf+ ycost (6)
z'=z

The equation above can be modelled by matrix
transformation as followed [17]:

x' cosf) —sin@ 0 0| x
! S g 0 0
R = v 7m cos ¥ ™
- z' 0 0 1 0|z
1 0 0 0 11

By using the techniqugabove, then the matrix

transformation value of A’(%y"z') to the X-axis (R, )

18:
x’ 1 0 0 0| x
v 0 cos@ —sin@ 0|y
Re=1"|=|__ . (8
z e sing  cos@ 0| :z
1 0 0 0 L1

and the matrix transformation value of A'(x’y'z’) to
the Y-axis (R, ) is:

x’ caﬂ 0 sin® 0| x
! 0 1 0 0
RV =] 0 IO
k z' —sinfl 0 cos® 0]z
1 0 0 0 11

Copyright © 2016 Praise Worthy Prize S.r.d. - All rights reserved

V.4 Rules of Clip Transition

The cut, a type of clip transition that replaces instantly
the picture, is used in this research.

The rule of 4 seconds for each cut is implemented to
the automatic virtual camera control. The control camera
engine must define a new perspective in less than 3
seconds. The cut is determined based on perspective
packages. The flow of cut is determined by randomizing
the perspective packages with the conditions that a same
package should not be used two times in a sequence, and
each package displays a perspective in 4 seconds.

IV.5.  Production Rules

The production rules are defined by the term of if =
then. The rules are used to match the random generation
of camera position and rotation to the parameters of
perspective packages, and to control the sequence of
perspective packages.

The production rules are implemented into two
phases, which are the creation of candidates and the
selection of a candidate as the ideal camera.

The description of the rule for creating candidates is
“If the random values of position and rotation match with
one or more perspectives in perspective packages, then
select the perspective (s) as candidate (s)”.

The description of rules for selecting an ideal camera
is “If a candidate is different with the previous
perspective, then set camera to capture animation; If
more than one candidate is different with the previous
perspective, then set the first candidate as the camera to
capture animation ™.

IV.6. Control Camera Engine

Automatic virtual camera control is designed to define
its position and rotation in capturing character in game
which fits with camera shot and camera angle rules.

The generation of automatic camera is conducted by
randomizing perspective packages, and then randomizing
camera position and camera rotation. The fitness of
camera position and camera rotation value is measured
based on the parameters value in perspective packages.

The Genetic algorithm is used to generate the
automatic camera.

The procedures and operator of genetic are
implemented by creating a population which consists of
variables with random wvalue for X, Y, Z coordinates of
position and rotation. The population is randomized
based on its sequence, and then the crossover is
implemented to them. If the random process results more
than 2 values that are fit, then the first value is used for
automatic.

The generation of the automatic camera is limited in 3
seconds. If the algorithm cannot generate the automatic
camera in limited time, then the program uses the
previous setting to capture character. Fig. 10 shows the
work flow diagram for automatic virtual camera control.

{ iew on Contj and Sofiware, Vol. 11, N. 6
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» Previous package

v

Random position &
rotation

Different with
previous?

New package

Fig. 10. Perspective package work flow diagram

V. Implementation

The game developed in this research contains a single
character with empty plane as virtual environment. The
animation for the character consists of standing, running,
walking, squatting and jumping. User interaction in
controlling the character movement is by using keyboard
button and mouse. The game is used to produce short
animation movie with a duration of 120 seconds. Cut
transition is set in every 4 seconds, so the movie contains
30 cuts. The game is rendered in real-time into video
format. The implementation is conducted by producing 2
short animations with a duration of 120 seconds for each
animation. Table II and Table III show the results of
automatic virtual camera control in producing short
animation movie with frame rate at 40-60 fps.

The implementation of producing 2 short animations
explained in tables above shows that, all the 7
perspective packages are used in both the 2 short
animations, the number of distribution is shown in the
Table IV and its chart in Fig. 11.

Minimum number of random for generating camera
control is 2 times for both animation 1 and animation 2,
with minimum times to generate at 15-16 milliseconds.
Maximum number of random for generating camera
control is 9 times for animation 1, and 12 for animation
2, with maximum times to generate at 37 milliseconds.

Numbers of time and random of camera control
generation are seen in Table V.

The following pictures (Fig. 12) show some snapshots
by the short animation which were captured by automatic
virtual camera control.
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W Animation 2

g

7

6 +

5

4

3

2 4

1 ] |

cu

LSEL LSHA LS4A  MSEL MS-HA MSLA

Fig. 1. Chart of the using of perspective packages distribution

Fig. 12. Snapshot of the perspectives resulted from automatic
virtual camera control

TABLEII
RESULT OF SMART CAMERA
Generation

Cut Random __ Time (msc) Perspective Packages
1 4 35 LS-HA
2 3 33 LS-EL
3 3 12 MS-LA
4 8 16 cu
5 2 33 MS-HA
6 6 21 cu
7 2 31 MS-HA
8 6 35 MS-EL
9 5 5 LS-EL
10 3 18 cu
11 2 34 LS-HA
12 2 33 MS-HA
13 3 34 MS-LA
14 7 37 LS-HA
13 5 34 MS-LA
16 3 13 LS-LA
17 2 34 MS-EL
18 3 33 LS-LA
19 2 32 MS-HA
20 9 18 cu
21 4 34 MS-HA
22 3 36 MS-EL
23 5 35 LS-EL
24 6 16 cu
25 2 33 MS-HA
26 2 33 LS-EL
27 3 32 MS-EL
28 3 33 MS-LA
29 3 34 MS-EL
30 4 17 cu

International Review on Computers and Sofiware, Vol. 11, N. 6
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TABLE Il
RESULT OF SMART CAMERA
Generation
Cut Perspective Packages
Random Time (msc)

1 3 35 -EL
2 2 35 EL
3 6 i3 MS-EL
4 4 13 MS-LA
3 2 34 LS-EL
6 2 33 LS-LA
7 2 34 LS-HA
8 2 36 -EL
9 12 16

10 6 i3 MS-EL
11 4 32 MS-LA
12 4 37 LS-HA
13 5 34 LS-EL
14 4 15 cu
15 3 34 MS-EL
16 3 12 LS-HA
17 3 5 -HA
18 2 34 LA
19 3 33 LS-HA
20 2 i3 MS-EL
21 2 35 LS-EL
22 3 i3 MS-HA
23 4 17 cu
24 2 35 LS-LA
25 4 34 MS-EL
26 2 32 LS-HA
27 3 34 MS-HA
28 5 20 cu
29 2 12 LS-EL
30 3 33 LS-LA

TABLEIV

THE USE OF PERSPECTIVE PACKAGES DISTRIBUTION

No Perspective Packages Animation 1 Animation 2
1 cu 4 6
2 LS-EL 5 4
3 LS-HA 5 3
4 LS-LA 3 2
5 MS-EL 7 5
6 MS-HA 3 6
7 MS-LA 3 4

Total Cut 30 30
TABLE V
NUMBER OF TIMES AND RANDOM GENERATION
Control Camera Animation | Animation 2
Generation Min  Max Min  Max
Times (milliseconds) 16 37 15 37
Number of Random 2 9 2 12
VI. Evaluation

The implementation shows that the using constrained
areas for creating perspective packages as knowledge for
the systems obtain high success in controlling camera
shot and camera angle for virtual camera.

The system controlling the virtual camera takes less
than about 37 milliseconds. The perspectives of 60 cuts
in the 2 short animations are shot automatically, or the
accuracy reaches up to 100%. All of 7 perspective
packages recorded as knowledge are used in both
animation | and animation 2.
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VII. Conclusion

The use of rule-based for defining perspective
packages, and then transforming them into knowledge for
controlling virtual camera is accurate to produce a film
based on game.

The rules of camera shot and camera angle which are
transformed into perspective packages can support the
automatic virtual camera control up to 100%.

The perspective packages can reduce the process of
random generation in selecting the ideal position and
rotation of the camera, so the time expectation of
generating the ideal camera can be achieved in less than
one second. This shows that the system can produce the
clip sequences effectively while the game is played.

VIII. Future Works

For the future works, this research can be developed
by creating more knowledge bases, adding the number of
characters, camera movement and collision detection.

The production rules should be able to set a
perspective package including the arrangement the clip
sequences based on the interpretation of the actions, so
the visualization of the animation can be achieved based
on the story built in the film.
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